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Abstract

SDP is a byte-stream transport protocol that closely mimcs TCP' s
stream semantics. SDP utilizes i WARP' s advanced protocol offl oad,
kernel bypass, and zero copy capabilities. Because of this, SDP can
have | ower CPU and nenory bandw dth utilization when conpared to
conventional inplenmentations of sockets over TCP, while preserving
the famliar byte-streamoriented semantics upon which nost current
net wor k applicati ons depend.
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3 Conventi ons

The keywords MUST, MUST NOT, REQUI RED, SHALL, SHALL NOT,

SHOULD, SHOULD NOT, RECOMMENDED, NOI' RECOMMENDED, MAY, and OPTI ONAL,
when they appear in this docunent, are to be interpreted as
described in [ RFC2119].
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| nt roducti on

Thi s docunent defines a transport |ayer protocol called Sockets
Direct Protocol (SDP) for i WARP over TCP.

SDP is a byte-streamtransport protocol that closely minmcs TCP' s
stream semantics. SDP utilizes i WARP' s advanced protocol offl oad,
kernel bypass, and zero copy capabilities. SDP allows existing
sockets applications to gain the performance benefits of RDVA for
data transfers without requiring any nodifications to the
application. Because of this, SDP can have | ower CPU and nenory
bandwi dth utilization when conpared to conventional inplenentations
of sockets over TCP, while preserving the famliar byte-stream

ori ented semantics upon which nost current network applications
depend.

The SDP i npl enentation described in this specification is intended
to enul ate sockets semantics over TCP, and to be | ayered on i WARP
mapped over TCP. Support for enulating SCTP sockets semantics nay be

done in a future specification. This layering is shown in Figure 1.
o m e m e e e e e e e e e e e meea—o - +
Sockets Direct Protoco
o m e m e e e e e e e e e e memea—o - + <---+
RDVA Pr ot ocol
o m e m e e e e e e e e e e memea—o - +
DDP Pr ot ocol i WARP
o m e m e e e e e e e e e e memea—o - +
MPA
o m e m e e e e e e e e e e memea—o - + <---+
TCP
o m e o e e e e e e e e e e memea—o - +

Figure 1 SDP Relation to i WARP Layers
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4.1 Architectural Goals

SDP has the followi ng architectural goals:

* Mai ntain traditional sockets SOCK STREAM semanti cs as
comonl y i npl emented over TCP/IP. Some specific issues that
are addressed incl ude:

* Graceful close, including half-closed sockets
* Ability to use TCP port space
* | P addressing (1 Pv4 or |Pv6)
* Connecti ng/ accepti ng connect nodel
* Qut - of - band (OOB) data
* Support for conmon socket options
* Support for byte-stream ng over a nmessage passi ng protocol
* Capabl e of supporting kernel bypass data transfers

* Capabl e of supporting Zero-copy data transfers from send
upper -1l ayer-protocol (ULP) buffers to receive ULP
Buf f ers.

This specification focuses specifically on the wire protocol, finite
state machi ne, and packet semantics. Operating system specific

i ssues and ot her inplenentation-specific issues are outside the
scope of this specification, including application programm ng
interfaces (APIs), ULP conpletion nmechanisns, kernel bypass
capabilities, etc. These issues are left up to each inplenentation.

Note that SDP only supports SOCK STREAM semantics (i.e., byte-
stream), not SOCK DGRAM (i.e., datagran) semantics. In addition, the
socket emul ation description assunes that the desired behavior is to
emul at e SOCK_STREAM with TCP semanti cs.

4.2 Overview of the Byte-Stream Protocol

SDP’s ULP interface is a byte-streaminterface that is |ayered on
top of i WARP's nessage-oriented transfer nodel. The mappi hg of the
byt e- stream protocol to i WARP Message-oriented semantics is designed
to enable ULP data to be transferred by one of two nmethods - through
internmediate Private Buffers (Buffer-copy, also referred to as
Bcopy) or directly between ULP Buffers (Zero-copy, also referred to
as Zcopy).

Pi nkerton, et al. 7
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A m x of i WARP Send and RDVA nechani snms are used to transfer ULP
data. Zcopy uses i WARP RDVA Reads or Wites, transferring data

bet ween RDVA Buffers. Bcopy uses i WARP Sends, transferring data

bet ween send buffers and receive Private Buffers. An inplenentation
i s expected, but not required, to have RDVA Buffers be ULP Buffers,
enabling the RDVA path to performa true Zero-copy. An

i npl enentation is expected, but not required, to use the receive
Private Buffer pool to buffer data and eventually copy the data from
the receive Private Buffer pool into the receive ULP Buffer. An

i mpl enentati on may choose to inplenent different ULP Buffering
semanti cs.

SDP has two types of buffers:

* Private Buffers - used for transm ssion of all SDP Messages
and ULP data that is to be copied into the receive ULP
Buf fer. The Bcopy Data Transfer Mechanismis used to perform
the copy of SDP Messages and ULP data into these buffers.

* RDVA Buffers - used when perform ng Zcopy data transfers.
ULP data is intended to be transferred (using RDVA Wites or
RDVA Reads) directly fromthe Data Source's ULP Buffer to
the Data Sink's ULP Buffer.

The policy that controls when to use Private Buffers versus RDVA
Buffers is outside the scope of this specification. An

i mpl enent ati on- dependent paraneter defined as the Bcopy Threshold is
used to abstractly define the results of the policy decision.

As noted in the introduction, SDP is a wire protocol for i WARP over
TCP. Thus, when this specification uses the term"send" in relation
to an SDP nmessage, it refers to when the i WARP nessage has been
sent. The end-to-end acknow edgenent may or may not have occurred.
This inplies that when an SDP nessage is sent, there is no guarantee
that the Renbte Peer has actually received the nessage. Wen this
specification uses the term"receive" in relation to an SDP nessage,
it refers to when the SDP protocol |ayer has been handed t he nessage
by the LLP.

OCoo~NoOORRWNE

Pi nkerton, et al. 8




SDP for i WARP over TCP Oct ober 31, 2003

5 Definitions

Accepting Peer - The peer that sent the reply to the connection
establ i shnment request during connection establishnent.

Bcopy - See Buffer-copy.

Buf fered Mbde - One of three nodes that can be used for an SDP hal f-
connection. This Mdde uses the Bcopy Data Transfer Mechani sm
excl usively. Wen used in the context of the Port Mapper
Protocol, the Accepting Peer can also be a Port Mapper Service
Provi der (PMSP) acting on behalf of the Accepting Peer.

Bcopy Threshold - A locally defined threshold existing separately
for each peer of a hal f-connection, which hel ps the peer
deternmine whether it will attenpt to use the Bcopy Data Transfer
Mechani sm versus the Zcopy Data Transfer Mechanismto transfer a
gi ven size ULP Buffer

Buf fer-copy - A Data Transfer Mechani smwhere the transfer of ULP
payl oad bet ween peers is done through an SDP- managed receive
Private Buffer pool. The received ULP data nmay require a copy
into the receive ULP Buffer.

Conbi ned Mbde - One of three nodes that can be used for an SDP hal f-
connection. This Mode enables the use of the Bcopy and Read
Zcopy Data Transfer Mechani sns.

Connecting Peer - The peer that sent the connection establishment
request. Wien used in the context of the Port Mapper Protocol, a
Connecting Peer can al so be a managenent agent acting on behal f
of the Connecting Peer.

Connection Context - The endpoint state needed for the LLP and the
i WARP protocol suite. This might include protocol control state,
mappi ngs from STags to buffers, queues for transm ssion and
reception of data, etc.

Controlli ng Address Space - The address space in which the socket
currently exists. This is relevant for socket duplication where
a Non-Controlling Address Space may request control of the
socket .

Data Sink - The peer receiving ULP payl oad. The Data Sink can be
required to both send and receive i WARP and/ or SDP Messages to
conpl ete a Data Transfer Mechani sm

Dat a Source - The peer sending ULP payl oad. The Data Source can be
required to both send and receive i WARP and/ or SDP Messages to
conpl ete a Data Transfer Mechani sm

Pi nkerton, et al. 9
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Dat a Transfer Mechanism- A sequence of i WARP and/ or SDP Messages
(with or without ULP payl oad) used to transfer data froma Data
Source to a Data Sink with flow control. Four Data Transfer
Mechani sms are defined - Buffer-copy (Bcopy), Zero-copy wth
RDVA Wite (Wite Zcopy), Zero-copy with RDVA Read (Read Zcopy),
and Transacti on.

FIl ow Control Mdde - The Mode of the half-connection that determ nes
whi ch Data Transfer Mechani sns may be used. Three Flow Contro
Modes are defined - Buffered, Pipelined, and Conbi ned.

I n-Process - An SDP Message sequence is In-Process if it is actively
bei ng worked on. For exanple, if a SrcAvail Message is In-
Process, RDVA Reads nay have been issued or conpleted, but a
RdmaRdConpl Message or SendSm Message has not been sent. See
al so Unprocessed and Processed.

| nbound RDVA Read Queue Depth (IRD) - The I nbound RDVA Read Queue
Depth is the nunber of sinultaneous outstandi ng i nbound RDVA Rea
Request s.

I nconpl ete - See I n-Process.
LLP - see Lower Layer Protocol.

Lower Layer Protocol - The protocol |ayer(s) beneath the protocol
| ayer currently being referenced. For exanple, the LLP
underneath SDP is the i WARP protocol famly after the Connection
Managenent sequence (see [ RDVAP] ) has been conpl eted. Before the
Connecti on Managenent sequence has been conpleted, the LLP is
expected to be TCP.

LLP Connection - Corresponds to an LLP transport-|evel connection
bet ween peer LLP | ayers on two nodes. For SDP, the LLP
Connection is initially established in Stream ng Mdde, and then
i WARP conmuni cation i s enabl ed.

LLP Stream - Corresponds to a single LLP transport-1|level Stream
bet ween peer LLP layers. One or nore LLP Streans nay nap to a
single transport-level LLP connection. For transport protocols
t hat support nultiple Streans per connection (e.g. SCIP), a LLP
Stream corresponds to one transport-Ilevel Stream

Message - See SDP Message.
Mode - See Flow Control WMbde.

Mode Master - The side of an SDP hal f-connection that can initiate a
Mode transition by sending a ModeChange Message. This is either

Pi nkerton, et al. 10
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the Data Source or the Data Sink, depending upon the Fl ow
Control Mbde.

Mode Sl ave - The side of an SDP hal f-connection that reacts to Mde
changes. The Mbdde Sl ave can advi se the Mode Master to change
nodes (by using SendSm Messages or setting the REQ PIPE flag in
the BSDH), but it cannot force a Mdde change. This is either the
Data Source or the Data Sink, depending upon the Flow Control
Mbde.

Non- Control I i ng Address Space - An address space that does not
currently have control of the socket. See Controlling Address
Space.

OOB - See Qut- Of - Band Dat a.

Qut-Of-Band Data - Qut-of-Band Data is a single byte of data in the
dat a stream whose handl i ng shoul d be expedited.

Qut bound RDVA Read Queue Depth (ORD) - The nunber of sinultaneous
out st andi ng RDMA Read Requests that can be issued on any given
connecti on.

Pi pel i ned Mbde - One of three nbdes that can be used for an SDP
hal f - connection. This Mde enabl es the use of the Bcopy, Read
Zcopy, Wite Zcopy, and Transaction Data Transfer Mechani sns.

Private Buffer - Buffers owned by SDP and not exposed to the ULP.
Receive Private Buffers are used for reception of all SDP
Messages and ULP data transfer using the Bcopy or Transaction
Data Transfer Mechani sms. Al receive Private Buffers nmust be at
| east the current advertised size, and are posted to the i WARP
Recei ve Queue.

Processed - An SDP Message sequence has been conpl eted by sendi ng
the | ast SDP Message of the sequence. Note that the conpleting
SDP Message may not have been received. For exanple, a SinkAvai
advertisenment is said to have been Processed when the
correspondi ng RdmaW Conpl Message has been sent. See al so
Unprocessed and | n-Process.

RDVA Buffer - A buffer that is exposed by the SDP protocol for RDVA
access. It is used by the Wite Zcopy, Read Zcopy, and
Transaction Data Transfer Mechani sns.

Recei ver - Destination of an SDP Message.
SDP Message - An i WARP Send Type Message that contains an SDP Base

Sockets Direct Header (BSDH). This specifically does not include
i WARP RDVA Wite and RDVA Read Messages.

Pi nkerton, et al. 11
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Sender - Source of an SDP Message.

Streani ng Mode - The termused for the transport used to transmt
nessages that are exchanged before the i WARP protocol has been
established on the LLP Stream The SDP Hell o Message is
transferred using Stream ng Mde.

Transaction - A Data Transfer Mechanismthat collapses a Data
Message and a SinkAvail Message into a single SDP Message.

ULP - Upper Layer Protocol.

ULP Buffer - Buffers owned by and visible to the ULP. A ULP Buffer
may serve as an RDVA source buffer, an RDMA sink buffer, or a
send buffer.

Unprocessed - An SDP Message is Unprocessed if it has been sent, and
possi bly received, but it has not been operated on. For exanpl e,
a SinkAvail Message is Unprocessed if it has been sent by the
Data Sink, received by the Data Source, but no RDVA Wites have
begun. I n addition, processing of flow control information by
the receiver nmay have been done. See also In-Process and
Processed.

W apSubtract - WapSubtract represents a function that subtracts the
second argunent (arg2) fromthe first argunment (argl). Both
argunments are unsigned integers that wap froma val ue of
OXFFFFFFFF to 0x0. Mathematical operations on w appi nhg unsi gned
i ntegers can be done using a variety of nmethods, including
nmet hods defined in RFC1982. The fol |l owi hg equation is an exanpl e
i mpl enentation of the function that casts the unsigned integers
into two’s conpl enment integers, and then takes the absolute
val ue of the result:

result = abs((int)argl - (int)arg2)
Zcopy - See Zero-copy.
Zero-copy - Three Data Transfer Mechani sns (Read Zcopy, Wite Zcopy,
and Transactions), where the transfer of ULP payl oad between

peers is done directly into the ULP Buffer using an RDVA Read or
RDVA Wite, thus avoiding a Buffer-copy on receive.

Pi nkerton, et al. 12
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6 SDP Message Formats

Sockets Direct Protocol defines several types of SDP Messages to
transfer data and control the state of a connection. Each SDP
Message MUST contain a Base Sockets Direct Header (BSDH). Sone SDP
Message types nmay al so contain an extended header and/or ULP

payl oad. The extended header (if present) MJST inmediately follow
the BSDH. The ULP payload (if present) MJST i medi ately follow the
headers (BSDH and extended header, if any).

Al'l SDP Message headers MJST use network byte order (i.e. big-endian
byt e ordering).

6.1 Base Sockets Direct Header (BSDH)

Al'l SDP Messages contain the Base Sockets Direct Header, as
specified in this chapter.

The BSDH format MUST be as defined in Figure 2 Base Sockets Direct
Header.

0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| Buf s | Fl ags | M D |
B i T i s o s o i T o o i S I s
| Len |
i T i o e o S o s a T sl sl SIS S S Sy
| MSeq I
S T R S T T S et o S S i s SR S S S Ry
| MBegAck |
B i T T a o e o S o S o i ail st SR SIS SR S R Sy
Figure 2 Base Sockets Direct Header

6.1.1 Message ldentifier (MD)

The M D specifies the type of the SDP Message. The type of SDP
Message i ndi cat es whet her an extensi on header is present.

Figure 3 MJUST be used to define the MD paraneter in the BSDH, the
type of SDP Message, and the extended headers and payl oad t hat
follow the BSDH for a specific SDP Message.

Pi nkerton, et al. 13
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01111111

10000000-
11111100

| 11111110 |
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---------------- e
Ext ended Header| Packet Contents |
following the | follow ng the |
Base SDP Header| Extended Header

| (if any) |

---------------- e
HH | none |

---------------- e
HAH | none |

---------------- e
none | none |

---------------- e
none | none |

---------------- o e e e oo+
none | none |

---------------- e
RWCH | none |

---------------- e
RRCH | none |

---------------- o e e e oo+
MCH | none |

---------------- e
none | none |

---------------- e
none | none |

---------------- e
none | none |

---------------- e
CRBH | none |

---------------- e
CRBAH | none |

---------------- o e e e+
SuspCH | none |

---------------- e
none | none |

---------------- e
n/ a | n/a |

---------------- o e e e e oo+
n/ a i n/ a

---------------- e
n/ a i opt. Payl oad

---------------- e
n/ a H n/ a

---------------- e
Si nkAH | opt. ULP payl oad |

---------------- e
Sr cAH | opt. ULP payl oad |

14
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S T Fom e e e e oo e +
| 11111111 | Data | none | opt. ULP payl oad
S T Fom e e e e o e e e m oo +
Figure 3 SDP Message Definitions
Reserved M D val ues nmay be assigned in future versions of the
protocol. Experinental values SHOULD NOT be used for permanent

assi gnnent .
6.1.2 Flags

Figure 4 MIUST be used to define the BSDH Fl ags fi el d.

Feommm oo oo TS o m ot m e o e e e e e e e e e e e e e mememema-o- +
| Bit I I o I
| Position | Nane | Description |
Fommm e oo L o m ot o e o e o e e e e e e e e e e e e e ememema-o- +
| O | OOB PRES | Qut-O-Band Data is present |
Feommm oo Fommm oo o m ot m e o e e e e e e e e e e e e e ememema-o- +
| 1 | OOB_ PEND | Qut-CO-Band Data is pending |
Fommm e oo S o m ot m e o e e e e e e e e e e e e e e e ememema—o- +
| 2 | REQ PIPE | Request change to Pipelined Mde |
Fommm oo oo Fomm e m oo o m e m e o e e e e e e e e e e e e emememaoo- +
| 3-7 | reserved | Transmitted as zero and not checked
| I | at receiver |
Fommm e oo S o m ot m e e e e e e e e e e e e e e e e mememama—o- +

Figure 4 BSDH Fl ags

The SDP i nplenentati on MUST set the OOB PRES bit to one in a Data
Message when the | ast byte of the ULP payload in the SDP Message is
OB data. The OOB PRES bit is used only in Data Messages and MJST be
zero in all other SDP Message types. The Data Message MAY al so
contain normal ULP payl oad data before the OOB data. See section
9.5.3 Processing Qut-Of -Band Data on page 68.

If the OOB_PEND bit is set to one, then Qut-Of-Band data has been
sent by the ULP. This bit MAY be set to one in any SDP Message. The
actual Qut-Of-Band data is not required to be in the current SDP
Message. See section 9.5.3 Processing Qut-Of-Band Data on page 68
for details on setting and using this bit.

The REQ PIPE bit is a hint fromthe Mdde Sl ave to the Mbde Master to
convey which Fl ow Control Mode the Mdde Slave woul d prefer the Mde
Master to use. If the Mode Slave prefers to be in Conbined Mdde, it
shoul d set the bit to zero. If the Mbde Slave prefers to be in

Pi pel i ned Mbde, it should set the bit to one. The Mdde Master is NOT
REQUI RED to follow the reconmendati on fromthe Mdde Sl ave. The Mde

Pi nkerton, et al. 15
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Master MUST ignore the REQ PIPE bit if the current Fl ow Control Mde
for this half-connection is Buffered Mde.

The Mode Slave MUST only indicate a Fl ow Control Mde reconmendati on
using the REQ PIPE bit (i.e., by setting the bit to either zero or
one) in an RdmaRdConpl or RdmaW Conpl Message. The Mdde Sl ave MJUST
set REQPIPE to zero in all other nmessages. The REQ PI PE bit MJST
only be exam ned by the Mbde Master in an RdmaRdConpl or RdmaW Conpl
Message header. The Mode Master MUST NOT check the REQ PIPE bit in
any ot her SDP Message.

Not e that the RdmaRdConpl Message is generated by the Data Sink, and
thus setting the REQ PIPE bit applies to that half-connection.
REQ PI PE in an RdmaW Conpl Message applies to the opposite half -
connection. (i.e., the Data Source for this half-connection is
currently the Mbde Slave in the opposite hal f-connection).

6.1.3 Buffers (Bufs)

The nunber of Private Buffers that were currently posted after the

| ast SDP Message was received by the Local Peer, in units of Private
Buffers. Mrre precisely, Bufs MJUST equal the total nunber of Private
Buf fers posted over the lifetime of the connection m nus the nunber
of SDP Messages received over the lifetinme of the connection. A

maxi mum of 65535 (2716-1) buffers may be posted at any one tine.

6.1.4 Length (Len)
SDP Message | ength in bytes.

The SDP Message Len MJUST be equal to the sum of the sizes of the
BSDH, ext ended header (if present), and ULP payload (if present).

6.1.5 Message Sequence Nunber (Mseq)
The first SDP Message sent after SDP connection establishment (i.e.,
the Hell o and Hel | oAck Messages) MUST set the Mseq val ue to zero
Each successive SDP Message MJST increase the MSeq val ue by one, and
the value MUST wap to zero after reachi ng OXFFFFFFFF

6.1.6 Message Sequence Nunmber Acknow edgenent (MSeqAck)
MSeqAck MUST be set to the sequence nunber of the | ast SDP Message
received by the Local Peer. See section 9.5.4 SrcAvail Revocation on
page 69 for additional constraints.

Until an SDP Message fromthe Renpte Peer is received by the Local
Peer, the Local Peer MUST transmit a MsegAck val ue of zero.

Pi nkerton, et al. 16
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6.2 Connection Managenent Messages

SDP connection setup MUST use the Hell o and Hel | oAck Messages to
establish an SDP connection. In addition to establishing the
connection, these SDP Messages al so set up SDP paraneters such as
the initial credits for the receive Private Buffers, local IRD, a
| ocal ORD. See section 8 Connection Setup on page 47 for addition
i nformati on on how these SDP Messages are used to establish a
connecti on.

SDP connection teardown uses the LLP di sconnect mechani sns, plus

Di sConn and Abort Conn Messages to emul ate TCP connection teardown
semanti cs. See section 8.2 Connection Teardown on page 50 for nor
i nf ormati on.

6.2.1 Hello Message (HH)

The Hell o Message MUST contain only a BSDH and a Hel | o Header ( HH)
See section 8 Connection Setup on page 47.

The Hell o Header format MJST be as defined in Figure 5

0 1 2 3
0123456789012345678901234567890
s i i i T e i ot I S YN S S
| MaxAdverts | Rsvd | MnV | MjV
I s a S T T i T i

| DesRenRcv Sz

T s i S T T N Tk sl At S N R S T S S
| Local RcvSz

T s i S o e I i st A i S S S
| Locl RD | LocORD

Tk T s S S S S S T N S N i T e i

Figure 5 Hell o Header

The Hell o Message BSDH fields MJST be set as foll ows:

* M D Hel | o.

* Len size of the BSDH, plus the size of the HH.
* Fl ags = 0xO.

* Buf s
Initialization of Send Credit on page 74.

* VBeq set to zero and not checked on receive.
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* MSeqAck = set to zero and not checked on receive.
6.2.1.1 WMjor Protocol Version Nunmber (MajV) - 4 Bits
For this version of the specification, MajV MIST be set to O.

The Accepting Peer MJUST termi nate the connection if MajVin the HH
does not match its locally supported val ue(s).

6.2.1.2 Mnor Protocol Version Nunber (MnV) - 4 Bits
For this version of the specification, MnV MJST be set to 1

The Accepting Peer should not termnate the connection if the only
reason is that MnV in the HH does not match its local value. This
enabl es future protocol extensions that are upwardly conpati bl e.

6.2.1.3 Maxi num Advertisenments (MaxAdverts) - 16 Bits

The maxi num nunber of concurrent Zcopy advertisenments that can be
outstanding at the |ocal connection at any one tine. This includes
SrcAvail advertisenents for data transfer fromthe Renpte Peer to
the Local Peer and Si nkAvail advertisenents for data transfer from
the Local Peer to the Renpte Peer. MaxAdverts MJST be between 1 and
2716-1, inclusive.

The Accepting Peer MJST term nate the connection if MaxAdverts of
the HH is zero.

6.2.1.4 Desired Renpte Receive Size (DesRenmRcvSz) - 32 Bits

DesRenmRcvSz is a hint to the Renote Peer specifying the Local Peer's
desired size for the Renote Peer’s receive Private Buffers, in units
of bytes (nmaxi mum = 2731 bytes). This field is usually set to the
initial size of the | ocal send buffers (assum ng the send buffers
are all the sane size). The Renote Peer SHOULD take this value into
consi derati on when choosing the size of its receive Private Buffers,
but it is free to select a different size.

6.2.1.5 Local Receive Size (Local RevSz) - 32 Bits

Initial size of the |ocal receive Private Buffers, in units of bytes
(maxi mum = 2731 bytes).

6.2.1.6 Local IRD (LoclRD) - 16 Bits
Locl RD MUST be set to less than or equal to the depth of the

Connection Context's IRD at the Local Peer and MJST be greater than
zero.

Pi nkerton, et al. 18
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6.2.1.7 Local ORD (LocORD) - 16 Bits
LocORD MUST be set to less than or equal to the depth of the
Connection Context's ORD at the Local Peer and MJST be greater than
zero.
6.2.1.8 Rsvd

This field is reserved for future use. These bits MJST be
transmtted as zeroes and MJUST NOT be checked on receive.

6.2.2 Hell oAck Message (HAH)

The Hel | oAck (Hell o Acknow edgenent) Message MUST contain only a
BSDH and a Hel | oAck Header (HAH). The Hel |l oAck Message contains a

subset of the information sent in the Hell o Message. See section 8
Connection Setup on page 47.
The Hel | oAck Header format MJUST be as defined in Figure 6
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| MaxAdverts | Rsvd | MnV | MV |
B i T s a T o S o S S T s ir S S Sy
| Act RcvSz |
B i I T T a T s a s ST o o e il st SR S S Sy S
| Locl RD | LocORD |
i T it o e s ai T o o i sl ST S S U Sy
Figure 6 Hell oAck Header
The Hel | oAck Message BSDH fiel ds MJUST be set as foll ows:
* M D = Hel | oAck.
* Len = size of the BSDH, plus the size of the HAH

* Fl ags = 0xO.

* Buf s = see section 8 Connection Setup on page 47 and section
10.3 Initialization of Send Credit on page 74.

* MSeq = set to zero and not checked on receive.

* MSeqAck = set to zero and not checked on receive.

Pi nkerton, et al. 19
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6.2.2.1 WMjor Protocol Version Nunmber (MajV) - 4 Bits
For this version of the specification, MaV MIUST be set to O.

The Connecting Peer MJST terminate the connection if MajV in the HAH
does not match the value that the Connecting Peer supplied in the
HH.

6.2.2.2 Mnor Protocol Version Nunmber (MnV) - 4 Bits
For this version of the specification, MnV MIUST be set to 1.

The Connecting Peer should not term nate the connection if the only
reason is that MnV in the HAH does not match its |local value. This
enabl es future protocol extensions that are upwardly conpati bl e.

6.2.2.3 Mximum Advertisenments (MaxAdverts) - 16 Bits

The maxi num nunber of concurrent Zcopy advertisenments that can be
outstanding to the Local Peer at any one time. This includes
SrcAvail advertisenents sent to the Local Peer for data transfer
fromthe Renpte Peer to the Local Peer and Si nkAvail advertisenents
for data transfer fromthe Local Peer to the Renpte Peer. NMaxAdverts
MJUST be between 1 and 2716-1, i ncl usive.

The Connecting Peer MUST termi nate the connection attenpt if
MaxAdverts of the HAH is set to zero.

6.2.2.4 Actual Receive Size (ActRcvSz) - 32 Bits

The initial size of the |local receive Private Buffers, in units of
byt es (maxi mum = 27231 bytes).

6.2.2.5 Local IRD (LoclRD) - 16 Bits

Locl RD MUST be set to |l ess than or equal to the depth of the
Connection Context's IRD at the Local Peer and MJUST be greater than
zero.

6.2.2.6 Local ORD (LocORD) - 16 Bits
LocORD MUST be set to less than or equal to the depth of the
Connection Context's ORD at the Local Peer and MJST be greater than
zero.

6.2.2.7 Rsvd

This field is reserved for future use. These bits MJST be
transmtted as zeroes and MJST NOT be checked on receive.

OCoo~NOoOOPRWNE
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6.2.3 DisConn Message

The Di sConn (Di sconnect Connection) Message infornms the Renote Peer
that the local ULP will not be sending any nore data on this
connection, and that the ULP has request ed graceful teardown of the
socket in the send direction. This is functionally equivalent to TCP
sending a FIN packet. See section 8.2 Connection Teardown on page
50.

The DisConn Message MJST contain only a BSDH. It contains no ULP
payl oad.

6.2.4 AbortConn Message

The Abort Conn (Abort Connection) Message tells the Renote Peer to
ignore an earlier DisConn Message (if received) and to consider
socket teardown as abortive. This SDP Message should be sent only if
a Di sConn Message has been sent earlier. AbortConn is functionally
equi valent to TCP setting the RST bit to reset a connection. See
section 8.2 Connection Teardown on page 50.

The Abort Conn Message MJUST contain only a BSDH. It contains no ULP
payl oad.

6.3 Data Transfer and Fl ow Control Messages
6.3.1 Data Message

The Data Message MUST contain a BSDH and MAY contain ULP payl oad.

The Data Message is nornmally used to send ULP payl oad. A Data
Message without ULP payload is a gratuitous credit update. Usually a
gratuitous update is used by the Local Peer to update the Renpte
Peer that there are additional receive Private Buffers available. A
gratuitous credit update is done by setting the Bufs field in the
BSDH as described in Section 10.4 Gratuitous Update of the Renote
Peer’s Send Credit on page 74.

The Data Message is one of three SDP Message types that MAY contain
ULP data. The other types are SrcAvail and SinkAvail Messages. For
nore information on Data Messages, see section 9.1 Bcopy on page 55.

6.3.2 SrcAvail Message (SrcAH)

The SrcAvail (Data Source Avail able) Message is sent by the Data
Source to the Data Sink to informthe latter of the availability of
an RDVA Buffer that can be transferred through an RDVA Read

oper ati on.
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This SrcAvail Message MJST contain a BSDH, a SrcAvail Header
(SrcAH), and MAY include a copy of the initial portion of the send
RDVA Buf fer as payl oad of the SDP Message, dependi ng upon the Fl ow
Control Mbde. (See section 9.2 Read Zcopy on page 56).
The SrcAvail Header format MUST be as defined in Figure 7
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
Len
|+- T T e S o S S S Tl s (T I SR S S +-|+
| STag |
T i i i T I Tk i i o ST S S S S s e
| VA( 32-63) |
i T s s o e o ai ST Tl sl o S S U Sy
| VA(0- 31) |

T s ST o S s ot ST S o i ST S S U Sy
Figure 7 SrcAvail Header (SrcAH)

Note that the word order for VA is designed to be conpatible with
the Infini Band Trade Association’s SDP [|I BTA-SDP] definition of VA

6.3.2.1 Length (Len) - 32 bits

Length is the size of the advertised buffer referenced by the STag
and VA

The val ue of Len MJST be greater than zero and | ess than or equal to
2731 bytes.

6.3.2.2 Virtual Address (VA - 64 bits

The VA defines the beginning of a buffer referenced by the STag,
where VA corresponds to Tagged O fset (TO for i WARP protocols. An
SDP i npl enentati on MJUST support any byte alignnent for the VA start
addr ess.

The buffer addressed by the RDVA VA MIUST include the initial ULP
data that was copied into the ULP payl oad of the SrcAvail Message

(if any).

6.3.2.3 STag - 32 bits

The STag field MJUST contain the STag corresponding to the VA, which
the Data Sink MJUST use when retrieving the data fromthe Data Source
into the Data Sink's nmenory via an RDVA Read.

Pi nkerton, et al. 22
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6.3.3 SinkAvail Message (SinkAH)

The SinkAvail (Data Sink Avail able) Message is sent by the Data Sink
to the Data Source to informthe latter of the availability of an
RDVA Buffer that can be filled through an RDVA Wite operation. See
section 9.3 Wite Zcopy on page 61.

The SinkAvail Header format MJUST be as defined in Figure 8.

0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| Len |
i T i o e ST S S T T ais s SIS S Sy
| STag |
B i T i T o o ST o S e i S S s
| VA (32-63) |
B i T T T o o ST o S o s S S R S R
| VA (0-31) |
B i T Tt o e o ci T o o il sl o S S U Sy
| NonDi scar ds |
B i T Tt s e o i T o o Tl sl o S S U Sy

Fi gure 8 SinkAvail Header (SinkAH)
The Si nkAvail Message MJUST contain a BSDH and Si nkAH, and MAY
i ncl ude sonme send data as ULP payload for data flow in the opposite
direction. See section 9.4 Transaction Mechani sm on page 63.

Note that the word order for VA is designed to be conpatible with
the InfiniBand Trade Association’s SDP definition [|IBTA-SDP] of VA

6.3.3.1 Length (Len) - 32 bits

The Len field MJUST contain the size of the adverti sed buffer
ref erenced by the STag and VA

The val ue of Len MJST be greater than zero and | ess than or equal to
2731 bytes.

6.3.3.2 Virtual Address (VA - 64 bits

The VA MUST contain the start address of the receive RDVA Buffer,
where VA corresponds to Tagged O fset (TO for i WARP protocols. The
VA MAY start on any byte boundary.

Pi nkerton, et al. 23
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6.3.3.3 STag - 32 bits

The STag field MUST contain the i WARP STag correspondi ng to the VA,
whi ch the Data Source MJST use when sending the data into the nmenory
of the Data Sink via an RDVA Wite.

6.3.3.4 NonDiscards - 32 bits

The NonDi scards field in the SinkAvail Message contains the Data
Sink's current |ocal value for NonDi scards. After connection setup,
the Data Sink MUST initialize the | ocal value for NonDi scards to
zero. The Data Sink MJST increnment its |local value for NonDi scards
when an SDP Message that is carrying ULP payload is received and the
SDP Message did not cause the Data Sink to discard a previously sent
Si nkAvai | Message. This count MJST wrap around to zero after
reachi ng OxXFFFFFFFF.

See section 9.5.1 Detecting Stale SinkAvail Advertisenents on page
65 for additional information.

6.3.4 RDVA Messages

SDP uses the i WARP RDVA Wite and RDVA Read Messages to transfer
Zer 0- copy dat a.

6.3.5 SendSm Message

The Data Source uses a SrcAvail Message to informthe Data Sink of
data that can be transferred using RDVA. |If the Data Sink is unable
or unwilling to transfer this data using RDVA, it MJST use the
SendSm (Send Snall) Message to force the Data Source to send the
data using the Bcopy Transfer Mechanism See section 9.5.2

Mechani sms for Forcing Bcopy on page 66.

The SendSm Message MJST contain only a BSDH. It contains no ULP
payl oad.

6.3.6 RdnmaW Conpl Message (RWCH)

The RdmaW Conpl (RDVA Wite Conplete) Message is sent by the Data
Source to informthe Data Sink of conpletion of an RDVA Wite
transfer. See section 9.3 Wite Zcopy on page 61.

The RdmaW Conpl Header format MJST be as defined in Figure 9.
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0 1 2 3
012345678901 23456789012345678901
e T i e S e i S S S e e i S S S

| Len |
i T i o e o S o s a T sl sl SIS S S Sy

Figure 9 RdmaW Conpl Header (RWCH)
The RdnmaW Conpl Message MUST contain only a BSDH and a RWCH

In addition, the sender (Data Source) nust indicate its preferred

Fl ow Control Mode to the Data Sink via the REQ PIPE bit in the Fl ags
field of the BSDH i n the RdmaW Conpl Message. See section 6.1.2

Fl ags on page 15 for a description of REQ Pl PE usage.

6.3.6.1 Length (Len) - 32 Bits

Len MJUST contain the nunber of bytes transferred to the Data Sink's
RDVA Buf fer through RDVA Wite(s) for the ol dest outstanding

Si nkAvail. Len MAY be | ess than the size of the RDVA Buffer
advertised by the Data Sink in the SinkAvail Message.

6.3.7 RdnaRdConpl Message (RRCH)

The RdmaRdConpl (RDVA Read Conpl ete) Message is sent by the Data
Sink to informthe Data Source of conpletion of an RDVA Read
transfer. See section 9.2 Read Zcopy on page 56.

The RdnmaRdConpl Header format MJUST be as defined in Figure 10.

0 1 2 3
012345678901 23456789012345678901
e T i e S e i S S S e e i S S S

| Len |
B i T s s o o o S o o T sl st SIS SIS SR S Sy

Fi gure 10 RdnmaRdConpl Header ( RRCH)
The RdmaRdConpl Message MUST contain only the BSDH and RRCH
In addition, the sender (Data Sink) nust indicate its preferred Fl ow
Control Mode to the Data Source via the REQ PIPE bit in the Flags

field of the BSDH i n the RdnmaRdConpl Message. See section 6.1.2
Fl ags on page 15 for a description of REQ Pl PE usage.
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6.3.7.1 Length (Len) - 32 Bits

Len MJUST contain the size (in bytes) transferred to the Data Sink’s
RDVA Buf fer through RDVA Read(s) for the ol dest outstandi ng
SrcAvail. Len MJST NOT include the portion of the buffer (if any)
transferred within the SrcAvail Message as ULP data payl oad. If
there is ULP data in the SrcAvail Message, Len MJST be | ess than the
size of the Data Source RDVA Buffer advertised in the SrcAvai
Message by exactly the nunber of ULP payl oad bytes included in the
SrcAvai |l Message.

6. 3.8 MdeChange Message ( MCH)

The MbdeChange Message is used to informthe Renpte Peer of a Fl ow
Control Mbde transition. See section 11 SDP Fl ow Control Mdes on
page 78.

The MbdeChange Header format MUST be as defined in Figure 11.
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| Rsvd | Mode | S
B i T s T o e s i T o o Tl sl o S S U Sy

Fi gure 11 ModeChange Header (MCH)
The MbdeChange Message MUST contain only a BSDH and MCH

The receiver of the MddeChange Message MJST change its send or
recei ve Fl ow Control Mode to the new Mode specified in the
ModeChange Message.

6.3.8.1 S - 1 bit
Speci fi es whet her the peer receiving the ModeChange Message needs to
change its Flow Control Mdde for its send hal f-connection (S = 1) or
recei ve hal f-connection (S = 0), for the connection over which the
ModeChange Message was recei ved.

6.3.8.2 Mode - 3 bits
The Mode field specifies the new Mde.

The MbdeChange MCH field val ue MIUST be as defined in Figure 12
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S S S e +

Mode | I |
| Value | Nane | Description |
S S Feomm e oo O +
| O | BUFF_MODE | New Mbde shoul d be Buffered Mode |
S S Feomm e m o e +
| 1 | COVB_MODE | New Mode shoul d be Conbi ned Mode |
S Feomm e m o e +
| 2 | PIPE_MODE | New Mbde shoul d be Pipelined Mde |
S S Feomm e m o o m ot o e e e e e e e e e e e e e e ememaoao- +
| 3-7 | reserved | Reserved val ue |
S Feomm e m oo T +

Figure 12 MCH Mode Val ues
6.3.8.3 Rsvd - 28 Bits

This field is reserved for future use. These bits MJST be
transmtted as zeroes and MJUST NOT be checked on receive.

6.3.9 SrcAvail Cancel Message

The SrcAvail Cancel (Data Source Avail able Cancel) Message is sent by
the Data Source to ask the Data Sink to ignore all SrcAvai
advertisenents sent by the Data Source that are Unprocessed by the
Data Sink. See section 9.5.4 SrcAvail Revocation on page 69

The SrcAvail Cancel Message MUST contain only a BSDH.

6. 3. 10 Si nkAvai | Cancel Message
The Si nkAvail Cancel (Data Sink Avail able Cancel) Message is sent by
the Data Sink to ask the Data Source to ignore all SinkAvai
advertisenents sent by the Data Sink that are Unprocessed by the
Dat a Source. See section 9.5.5 SinkAvail Revocation on page 70.
The Si nkAvail Cancel Message MUST contain only a BSDH

6. 3. 11 Si nkCancel Ack Message
The SinkCancel Ack (Data Sink Avail abl e Cancel Acknow edgenent)
Message is sent by the Data Source in response to the
Si nkAvai | Cancel Message. The Data Source MJUST send a Si nkCancel Ack

after it has canceled all Unprocessed SinkAvail advertisenents. See
section 9.5.5 SinkAvail Revocation on page 70.

The Si nkCancel Ack Message MJST contain only a BSDH
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6.4 Private Buffer Resizing Messages
6.4.1 ChRcvBuf Message (CRBH)

The ChRcvBuf (Change Receive Private Buffer Size) Message is sent hy
the Data Source to the Data Sink to request a change in the size of
the latter’'s receive Private Buffers. See section 10.6 Receive
Buf f er Resi zing on page 75.

The ChRcvBuf Message MUST contain only a BSDH and a CRBH
The ChRcvBuf Header format MUST be as defined in Figure 13.
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| DesSz |
B i T T a T o e o S o S o i ail st SR S S S R Sy
Fi gure 13 ChRcvBuf Header (CRBH)
6.4.1.1 Desired Size (DesSz) - 32 bits
Desired size (in bytes) of the Data Sink’s receive Private Buffers.
6.4.2 ChRcvBuf Ack Message (CRBAH)
The ChRcvBuf Ack (Change Receive Private Buffer Size Acknow edgenent)
Message is sent in response to the ChRcvBuf Message. The ChRcvBuf Ack
Message inforns the Data Source of the new size of the receive
Private Buffers. See section 10.6 Receive Buffer Resizing on page
75.
The ChRcvBuf Ack Message MUST contain only a BSDH and a CRBAH.
The ChRcvBuf Ack Header format MJUST be as defined in Figure 14.
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| Act Sz |
B i T T a T o e o S o S o i ail st SR S S S R Sy
Fi gure 14 ChRcvBuf Ack Header ( CRBAH)
6.4.2.1 Actual Size (ActSz) - 32 bits

This is the actual or new size (in bytes) of the |ocal receive
Private Buffers. The actual size MAY be the sane as the size prior
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to recei pt of the ChRcvBuf Message if the protocol inplenentation
does not wish to resize its receive Private Buffers.

6.5 Socket Duplication Messages
6.5.1 SuspComm Message

The SuspConm ( Suspend Contmuni cation) Message is sent to ask the

Renot e Peer to suspend conmunication as part of preparing the socket

for duplication. See section 13 Socket Duplication on page 92.

The SuspComm Message MUST contain only a BSDH and a SuspCH.

The SuspConm Header format MUST be as defined in Figure 15.
0 1 2 3
01234567890123456789012345678901
T s ST S S s sl aT e ST S o i o S S U Sy
| Const ant 1 |
B i T s s s e s a ST S e
| Destinati on TCP Port | Const ant 2 |

B i T s s o S e T sl w MU S S S S S S S IE S S Sy
Fi gure 15 SuspComm Header ( SuspCH)

To facilitate interoperability and sinplified bridging between SDP
over i WARP and SDP as defined by the InfiniBand Trade Associ ation

[ BTA-SDP], the SuspConm header defines a 64-bit field conposed of
three conmponents: a 16-bit TCP port and two constants. The two
constants when concatenated together [Constantl, Constant2] form a
48-bit constant value that corresponds to the 48-bit constant of the
SuspComm header defined in the InfiniBand Trade Associ ati on SDP
speci fication.

6.5.1.1 Destination TCP Port - 16 Bits

The Destination TCP port that the Renpte Peer should try to connect
with to re-establish the connection with the Local Peer after
dupl i cation has conpl et ed.

6.5.1.2 Constantl - 32 bits

Constantl MJST be set to 0xO.

6.5.1.3 Constant2 - 16 bits

Const ant 2 MJUST be set to Ox1.
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6.5.2 SuspCommAck Message

The SuspCommAck (Suspend Communi cation Acknow edgenment) Message is
sent in response to the SuspConm Message. This SDP Message i nformns
the peer that all conmmunication has been suspended as requested by
the peer in its SuspComm Message. See section 13 Socket Duplication
on page 92.

The SuspCommAck Message MJST contain only a BSDH.
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Addr ess Resol ution using the SDP Port Mapper Protoco

A key objective of SDP is to transparently operate underneath
SOCK_STREAM applications. SDP is intended to allow an application to
advertise a service using its application-defined listen port and
transparently connect using an SDP RDVA- capable |isten port.

However, if the SDP Connecting Peer does not know the port and IP
address to use when creating a connection for SDP comrunication, it
nmust resolve the TCP port and I P address used for traditional
SOCK_STREAM communi cation to a TCP port and | P address that can be
used for SDP conmuni cati on.

This section defines the SDP Port Mapper protocol, which enables the
Connecting Peer, through a PMCient, to negotiate with an SDP Port
Mapper Service to find the TCP port and |IP address which the
Connecting Peer should use to connect to the SDP mappi ng of the TCP
appl i cation.

Figure 16 depicts the relationships between the different entities
involved in the SDP Port Mapper protocol, and the term nol ogy used
inthis chapter to refer to those entities. The PMSP (PM Server) and
the PM dient conmmunicate using the Port Mapper protocol. The
Accepting Peer and Connecting Peer use the results fromthe Port
Mapper protocol to initiate LLP Connection Setup.

----------- +
| e e - +
PMSP | Port Mapper Protocol |
| (PM Server) | <-----cmmmmam i c e e e > PMdient |
| | |
----------- + S
N N
| Conventi onal |
v Addr ess v
------------ + T e T
| -->| TCP Mapping |--- ? ---|TCP Mapping | <--| |
Accepting | oo + AR + | Connecting
Peer | | Peer |
(Service) | SDP Address [ |
| S + U + | |
| -->| RDVA Mapping | -- ? --| RDVA Mapping | <--| |
------------ + | using SDP | | using SDP | I
Fom e e e e e o e oo oo + Fomm e e e oo +

Figure 16 Port Mapper Protocol Entities

Setting up an SDP Connection using the Port Mapper protocol is done
in two stages. Fromthe Cient’s perspective, the first stage is
performed by the PMCient to discover what address shoul d be used
for LLP Connection setup (either the SDP Address or the Conventi onal
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Address) to the service. Note that the nechanism for discovery of
the original service's address is outside the scope of this

speci fication. The second stage occurs when the Connecting Peer
attenpts to connect to the service using the address negotiated in
the first stage. Thus the Connecting Peer, as a result of the Port

Mapper protocol, will attenpt to setup an LLP Connection to the SDP

Address, which will cause SDP Connection Setup to be initiated, or
it will attenpt to setup an LLP Connection to the Conventiona
Address, which will cause traditional streanm ng node contmuni cati on
to be used.

7.1 Definitions for Address Resol ution

Conventional Address - the original port and |IP address, which the
client attai ned by sone neans outside the scope of this paper.

I f the Port Mapper Service Provider denies access via SDP, then

it is intended that the client fall back to the Conventi onal
Address for connection. After connection setup to the
Conventional Address, all conmunication is done in stream ng
node (i.e. SDP is not used).

Final SDP Address - a port and | P address, which was returned as a
result of the Port Mapper protocol (in the PMAccept Message).

PMSP - Port Mapper Service Provider.

Port Mapper Service Provider (PMSP) - A service that returns the SDP
listen port and I P address (i.e. SDP Address), if any, that the
Connecting Peer may use to establish an SDP connection with the

speci fied Accepting Peer.

SDP Address - the port and |IP address, which the client uses to

create an LLP connection, initialize SDP, and then transfer ULP

data using SDP. All comrunication after the initial SDP Hello
Message is in i WARP node.

7.2 Port Mpper Service Requirenents

The following Iist of requirenments drove the design of the SDP Port

Mapper Protocol:
Mai n Coal s:

1. Wen the SDP Port Mapper protocol has conpleted, the net result

will be that both the Connecting Peer and the Accepting Peer

wi | I unanbi guously have either an SDP over i WARP connecti on, or

have a standard TCP connecti on.
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* Al'l of the state at both ends of the connection is recovered
after the protocol conpletes, regardl ess of the nunber of
| ost packets or tinmeouts.

The Port Mapper nust enable SDP to use the TCP port nane space
to establish an LLP connection between a Connecti ng Peer
appl i cation instance and an Accepting Peer application instance.

The Port WMapper protocol nust enabl e interoperable
i mpl enentations that support timeouts and retransm ssions of
Port Mapper Messages.

O her goals of the protocol:

1.

Enabl e the Port Mapper Service Provider to provide |oad
bal anci ng and fail over capabilities by manipul ating the returned
| P address and TCP port nunber.

Enabl e the Port Mapper Service to direct the Connecting Peer to
target the Accepting Peer’s advertised listen port or target a
dynam cal |y napped SDP |isten port for connection establishnent.

A Connecting Peer may transparently invoke the SDP Port Mapper
wi t hout requiring application nodification.

Addr ess deni al of service issues that can occur because UDP is
used to encapsul ate the Port Mapper Protocol.

Enabl e, but do not require, that the Port Mapper Service can,
t hrough some private mechanism be able to verify that the
service being negotiated is actually running on the target
machine to be returned to the Port Mapper Client via the IP
addr ess.

Enabl e the Port Mapper Service to allow the Connecting Peer to
cache the returned TCP Port and | P address for a specific anmount
of time. This reduces the overhead associated with creating an
SDP connection because the Port Mapper protocol does not have to
be run before the SDP connection is setup. However, it only
hel ps if the Connecting Peer is attenpting to connect to a
specific service at a specific IP address nultiple times before
the cached entry tines out.

The PM Server nay be inplenmented using either a centralized
(e.g., a central managenent agent acting on behalf of one or
nore Accepting Peers) or a distributed nmechanism (e.g. point-to-
poi nt Connecting Peer to Accepting Peer).
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8. The PM dient may be inplenmented as an agent acting on behal f of
t he Connecting Peer or be inplenented as part of the Connecting
Peer .

9. Provide support for either IPv4 (IETF RFC 791) or |IPv6 (I ETF RFC
2460) based SDP servi ces.

10. Ensure that if a host crashes and cones back up, that all state
i s resynchroni zed.

The protocol analysis in this specification assunmes that the client
TCP port nanespace for a specific source |P address is unique within
the host. If this is not true, additional analysis should be done to
ensure relaxing this assunption maintains robust behavior.

7.3 SDP Port Mapper Message For mat
The SDP Port Mapper uses a single nessage format for the four

nessage types that are exchanged. Al Port Mapper nessages MJST
have the format defined in Figure 17 Port Mapper Message Fornat.
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0 1 2 3
0123456789012345678901234567890
i i T R T e s o i T S S S S S i i i aT S S e
Ver|MI' | 1PV PmiTi e | Reserved
R i TR T S R

rt | CpPort
T s s S S S S S S T N S U U S R S

+ AssocHandl e

B e s e S o S T s S S T T s sl o S S S S
X

L Cpl PAddr

X

I

T S S T e S S e e S T i S S S e

Apl PAddr

_+_+_+_

T a s i i T S it i S S S

Figure 17 Port Mapper Message For nat

7.3.1.1 Version (Ver) - 2 Bits

+
T S e i s e S S e S
(6]
+

03

1
+

=+

=+

I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+

Version indicates the version of the SDP Port Mapper protocol. For

this version of the specification, Ver MIJST be set to zero.

7.3.1.2 Message Type (M) - 2 Bits

Message Type indicates the Port Mapper nessage bei ng exchanged.
Port Mapper nmessage MJST use one of the foll ow ng val ues:

* MI = Ox0 - Port Mapper Request Message (PMReq)
* MI = Ox1

Port Mapper Accept Message (PMAccept)
* MI = Ox2

Port Mapper Acknow edgenent Message (PMAck)
* Ml = Ox3

Port Mapper Deny Message (PMDeny)

Pi nkerton, et al.
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7.3.1.3 IP Version (IPV) - 4 Bits

| PV indicates the version of the |IP address used by the Connecting
Peer. Only 0x4 and 0Ox6 are valid values for IPV, as defined bel ow
Al'l other values are reserved.

* | PV = 0x4 indicates an | Pv4 address is used, and only the
first 32-bits, in network byte order, of the Cpl PAddr and
the Apl PAddr fields are valid. The remaining 96 bits are
transmtted as zeroes and are ignored on receipt.

* | PV = 0x6 indicates an | Pv6 address is used, i.e., all 128-

i

I
bits of the Cpl PAddr and the Apl PAddr fields are valid.

7.3.1.4 PnTine - 8 Bits

Pnmili me indicates the total tine since the receipt of the PMAccept
Message that the PM Cient nay cache the response data. Wen the
Pmli mre has el apsed, the PM Cdient MJIST flush the response data. |If
the Connecting Peer requests an SDP Address fromthe PM Client after
the PM Cient’s cached response data has been flushed, the PM i ent
MUST i ssue a new PMReq Message.

* Pmlime = 0 indicates the Connecting Peer is only allowed to
use the returned service port for a single connection
operation and MJUST NOT cache the PMAccept Message ApPort and
Apl PAddr. The Accepting Peer inplenmentation nay bound the
time it treats the mapping as valid; therefore, it is
strongly recomrended that the Connecting Peer initiate the
LLP connection establishnent subsequent to the receipt of
t he PMAccept and issuance of the PMAck Message.

* Pmlinme = [1,127], (PnTinme * 250) is the nunber of
mlliseconds that the Connecting Peer MAY cache the PMAccept
Message ApPort.

* Pmlime = [128, 254], (Pnilinme * 1000) is the nunber of
mlliseconds that the Connecting Peer MAY cache the PMAccept
Message ApPort.

* PmTi me = 255 indicates that the Connecting Peer MNAY
permanent|ly cache the PMAccept Message ApPort.

When determ ning Pniline, the PM Server and Accepting Peer should
account for the expected total tine to process the PMAccept, issue a
PMAck, initiate LLP connection establishnment, and transmt the LLP
connect i on request.
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7.3.1.5 Reserved - 16 Bits

Reserved field. Reserved MJUST be transnitted as zero by the sender
and MUST NOT be checked by the receiver.

7.3.1.6 Accepting Peer Port (ApPort) - 16 Bits

* For the PMReq Message, ApPort = requested server port
nunber, i.e. the known listen port of the associated service
to be mapped.

* For the PMAccept Message, ApPort = nmpped server port, i.e.
the SDP |isten port.

* For the PMAck Message, ApPort = napped server port, i.e. the
SDP |isten port.

* For the PMDeny Message, ApPort is undefined, and MUST be
transmtted as zeroes and i gnored on receive.

7.3.1.7 Connecting Peer Port (CpPort) - 16 Bits

* For the PVMReq Message, CpPort = local TCP port nunber for
t he Connecting Peer.

* For the PMAccept Message, CpPort = the sane val ue that was
sent in the PMReq Message.

* For the PMAck Message, CpPort = the same val ue that was sent
in the PMAccept Message.

* For the PMDeny Message, CpPort = the sane val ue that was
sent in the PVReq Message.

7.3.1.8 Association Handl e (AssocHandle) - 64 Bits

The AssocHandl e is an opaque identifier that MJST be set by the PM
Client in PMReq Message. The AssocHandle is reflected in the
associ at ed PMAccept Message, PMAck Message, and PMDeny Message. The
AssocHandl e may be used to delineate nmultiple in-flight Port Mapper
transactions fromone another - a transaction is defined as the Port
Mapper two-way or three-way nessage exchange.

7.3.1.9 Connecting Peer |IP Address (Cpl PAddr) - 128 Bits
In the PMReq Message this field contains the Connecting Peer’s IP
address to be used for SDP session establishnent. The Cpl PAddr is

reflected in the associ ated PMAccept Message, PMAck Message, and
PMDeny Message.
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Note that the Cpl PAddr format is defined by the IP version. See
section 7.3.1.3 for the format.

7.3.1.10 Accepting Peer | P Address (AplPAddr) - 128 Bits

In the PMReq Message, this field contains the | P address of the
Accepting Peer that will be used to establish a conmunication
session with the Connecting Peer (e.g. the client is the Connecting
Peer and the server is the Accepting Peer). The Apl PAddr nmay be
changed by the PMSP in the correspondi ng PMAccept Message. The

Apl PAddr value in the PMAck Message is the sanme as was specified in
t he correspondi ng PMAccept Message. The Apl PAddr val ue in the PMDeny
Message is the same as was specified in the correspondi ng PVReq
Message.

The Apl PAddr format is defined by the IP version. See section
7.3.1.3 for the format.

7.4 (QOperational Overview

The Port Mapper protocol uses either a two-way or a three-way UDP/I P
(datagram) [UDP] nessage exchange between the PM Client and the Port
Mapper service provider (PVMSP) acting on behalf of the Accepting
Peer or the Accepting Peer itself. The PMReq Message's destination
UDP port nunber MJST by default be as defined in Section 16 | ANA
Consi derations on page 100.

The first nessage exchanged in either case is a PVReq Message, which
MUST be issued by the PM dient and MJUST be encapsul ated wi t hi n UDP.
The PMReq Message fields MIST be set by the PMdient as foll ows:

* Ver - MJUST be set to OxO for this version of the
speci fication.

* | PV - MUST be set to either 0x4 if the Cpl PAddr and Apl PAddr
are an | Pv4 address or 0Ox6 if the Cpl PAddr and Apl PAddr are
| Pv6 addresses.

* MI - MJST be set to 0xO.

* Pmlime - MJST be set to zero and ignored on receive.

* ApPort - MUST be set to the listen port for the associ ated
servi ce.

* CpPort - MJST be set to the local TCP Port nunber that the
Connecting Peer will use when connecting to the service.

* AssocHandl e - MJUST be set by the Connecting Peer to a uni que
value to differentiate in-flight transactions.
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Cpl PAddr - MUST be set to the Connecting Peer’s |P address
that will initiate LLP connection establishnent.

Apl PAddr - MJST be set to the target Accepting Peer’s IP
address to be used in connection establishnent.

A PMReq Message MUST be transnmitted by the PM O ient using
UDP/ 1P to target the | ANA Port Mapper service provider port
as defined in Section 16 | ANA Consi derations on page 100.

If the port mapping operation is successful, the PM Server MJST
return a PMAccept Message.

The PMAccept Message MJUST be encapsul ated within UDP using the UDP
Ports and | P Address information contained within the corresponding
PMRequest Message. The PMAccept fields MJUST be set by the PM Server
and as foll ows:

Pi nkert on,

Ver - MJUST be set to Ox0O for this version of the
speci fication.

| PV - MJST be set to the sane value as the IPV field in the
PMReq Message.

MI - MJST be set to Ox1.

PmTime - MJUST be set to a value within the defined range.
See section 7.3.1.4.

ApPort - MUST be set to the SDP |isten port.

CpPort - MJST be set to the sanme value as the CpPort field
in the correspondi ng PMReq Message.

AssocHandl e - MJUST be set to the same value as the
AssocHandl e field in the correspondi ng PVMReq Message.

Cpl PAddr - MJUST set to the same value as the Cpl PAddr field
in the correspondi ng PVMReq Message.

Apl PAddr - MJST be set to the Accepting Peer's I P address to
be used in connection establishnment. The Accepting Peer NAY]
return a different Apl PAddr than requested in the
correspondi ng PMReq Message.

A PMAccept Message MUST be transmitted using the address
informati on contained in the UDP/I P headers used to deliver
t he correspondi ng PVReq Message.
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Upon recei pt of a PMAccept Message, the PM Cient MJUST return a
PMAck Message.

The PMAck Message MUST be encapsul ated within UDP using the UDP
Ports and I P Address information contained w thin the corresponding
PMAccept or PMDeny Message. The PMAck Message fields MJUST be set hy
the PM dient as follows:

* Ver - MJUST be set to Ox0O for this version of the
speci fication.

* | PV - MUST be set to the sane value as the IPV field in the
correspondi ng PMAccept Message.

* MI - MJUST be set to Ox2.
* Pmlime - MJST be set to zero and ignored on receive.

* ApPort - MJUST be set to the sane value as the ApPort field
in the correspondi ng PMAccept Message.

* CpPort - MJST be set to the sanme value as the CpPort field
i n the correspondi ng PMAccept Message.

* AssocHandl e - MJUST be set to the same value as the
AssocHandl e field in the correspondi ng PMAccept Message.

* Cpl PAddr - MUST be set to the same val ue as the Cpl PAddr
field in the correspondi ng PMAccept Message. An Accepti ng
Peer inplenmentation may use the Cpl PAddr to validate the
subsequent LLP connection request through association of the
Cpl PAddr with the ApPort returned in the correspondi ng
PMAccept Message.

* Apl PAddr - MJST be set to the sane val ue as the Apl PAddr
field in the correspondi ng PMAccept Message.

* A PMAck Message MUST be transmitted using the address
i nformation contained in the UDP/IP headers used to deliver
t he PMAccept Message.

A PMAck Message MUST be transmitted by the PM Client using the
address information contained in the UDP/IP headers used to deliver
the PMAccept Message. The three-way nessage exchange is illustrated
in Figure 18 Three-way Port Mapper Message Exchange:
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PM Server PM d i ent
PVReq Message
__________________________________ >
PMAccept Message
U
PMAck Message
__________________________________ >

Figure 18 Three-way Port Mapper Message Exchange

A three-way message exchange is used for the foll ow ng reasons:

1.

It supports either centralized or distributed (peer-to-peer)
Port Mapper inplenmentations while mnimzing the nunber of
packet s exchanged between the Connecting Peer and the Accepting
Peer .

The flexibility afforded by the Port Mapper nmessages enables a
wi de variety of interoperable inplenentation options. For
exanpl e:

* The PM dient may be inplenented as an agent acting on
behal f of the Connecting Peer or be inplemented as part of
t he Connecting Peer.

* The PM Server may be inplenented as an agent acting on
behal f of the Accepting Peer or be inplenented as part of
t he Accepting Peer.

* The Apl PAddr field within the PMAccept Message may be
different than the requested I P Address (i.e. the Apl PAddr
field in the PVMRequest) due to | ocal policy decisions. For
exanple, if the Accepting Peer contains nultiple network
interfaces, and its local policy supports network interface
| oad bal anci ng, then the Accepting Peer may return a
different AplPAddr for the selected target interface than
was requested in the PVMReq Message

It allows an Accepting Peer to dynamcally create the SDP |isten
port and know that the Connecting Peer will utilize this port
only within the specified time period. The Accepting Peer NAY
rel ease the associ ated resources upon the tinme period expiring,
if a PMAck Message is not received. The ability to rel ease
resources mninzes the inpact of a denial of service attack via
consunption of a SDP listen port. For additional infornation see
Section 15.2.1 Port Flooding on page 98.
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If the port mapping operation is not successful, the Accepting Peer
MUST return a PVDeny Message. The PMDeny Message MUST be

encapsul ated within UDP using the UDP Ports and | P Address

i nformation contained within the correspondi ng PVRequest Message.
The PMDeny Message fields MJST be set by the Accepting Peer as
fol | ows:

* Ver - MJST be set to Ox0 for this version of the
speci fication.

* | PV - MJUST be set to the sane value as the IPV field in the
PVReq Message.

* MI - MJST be set to 0x3.
* Pmlime - MJST be set to zero and ignored on receive.

* ApPort - MJUST be set to the sane value as the ApPort field
in the correspondi ng PMReq Message.

* CpPort -MUST be set to the same value as the CpPort field in
t he correspondi ng PVReq Message.

* AssocHandl e - MJUST be set to the same value as the
AssocHandl e field in the correspondi ng PMReq Message.

* Cpl PAddr - MUST be set to the sane val ue as the Cpl PAddr
field in the correspondi ng PMReq Message.

* Apl PAddr - MJST be set to the sane val ue as the Apl PAddr
field in the correspondi ng PMReq Message.

* A PMDeny Message MUST be transnmitted using the address
i nformati on contained in the UDP/IP headers used to deliver
t he PMReq Message.

Upon recei pt of a PMDeny Message, the PM Client MJIST treat the
associ ated Port Mapper transaction as conplete and MJUST not issue a
PMAck Message. A Port Mapper operation may fail for a variety of
reasons, e.g., there is no such service nappi ng, resource
exhaustion, etc.

The two-way nessage exchange is illustrated in Figure 19:
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PM d i ent PM Server

PVReq Message

Figure 19 Two-way Port Mapper Message Exchange

7.5 Lost Messages, Timeouts, and Ot her Error Cases

The Port Mapper Protocol requires the PMdient to inplenent
timeouts on transactions, and it is RECOMVENDED t he PM Server

i mpl enent tineouts to recover state because the Port Mapper protocol
i s encapsul ated on top of UDP - an unreliable protocol. The behavi or
requirements in this section ensure that regardl ess of whether the
PM Server inplenments tineouts, both Peers will interoperate. Because
ti meouts can occur, retransm ssions of Port Mapper Messages are
possi bl e.

The PM Server detects duplicate PVReq Message by conparing the 5-
tupl e (AssocHandl e, ApPort, CpPort, AplPAddr, Cpl PAddr) of the
nessage with the five-tuples within its internal PMtransaction
state. If the five values match the internal state, then the PM
Server MJST treat the incom ng PMReq Message as a duplicate nessage.

The PM dient detects duplicate PMAccept or PMDeny nmessages by
conmparing the 3-tuple (AssocHandl e, CpPort, Cpl PAddr) of the nmessage
with the 3-tuples within its internal PMtransaction state. If the
three values match the internal state, then the PM dient MJST treat
the incom ng PMAccept or PMDeny Message as a duplicate nessage.

7.5.1 PMdient Behavior

The conbination of the PMCient and the Connecting Peer MJST sel ect
t he conbi nation of the AssocHandl e, Cpl PAddr, and CpPort to ensure

that it is unique within the maximumlifetime of a packet on the
network. This ensures that the PVMSP will not see del ayed duplicate
nessages.

The PM dient MUST arma timeout when transnmitting a PVReq Message.
If a tinmeout occurs for the reply to the PMReq nessage (i.e. neither
a correspondi ng PMAccept nor a PMDeny Message was recei ved before
the tinmeout occurred), the PMCient MIST retransmt the PMReq
Message and re-armthe tineout, up to a nmaxi num nunber of

retransm ssions (timneouts).
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The PM dient MJST use the sanme AssocHandl e, ApPort, Apl PAddr
CpPort, and Cpl PAddr on any retransm ssions of PMReq. The initia
AssocHandl e chosen by a host SHOULD be chosen at randomto neke it
harder for a third party to interfere with the protocol. The

conmbi nati on of the AssocHandl e, ApPort, CpPort, AplPAddr, and

Cpl PAddr MJUST be unique within the host associated with the
Connecting Peer. This enables the PVSP to differentiate between
client requests.

If the PM dient does not get an answer fromthe PVSP after the
maxi mum nunber of timeouts, the PM Cient SHOULD stop attenpting to
connect to an SDP Address and instead use the Conventional Address
for LLP connection setup. Conventional LLP connection setup wil|l
cause stream ng node data transfer to be initiated. The specifics of
how the fall back to the Conventional Address is done are outside
the scope of this specification.

If the PMdient receives a LLP Connection Reset (e.g. TCP RST
segnent) when attenpting to connect to the SDP Address, it SHOULD
view this as equivalent to receiving a PVMDeny Message, and thus
attenpt to connect to the service using the Conventional Address.

If the PMCient receives a reply to a PMReq Message, and | ater
recei ves another reply for the sane request, the PM dient MJST
di scard any additional replies (PMAccept or PMDeny) to the request.

If the PM dient receives a PMAccept or PMDeny and has no associ ated
state for the Message, the Message MUST be di scarded.

7.5.2 PM Server Behavi or

The PMSP SHOULD arma tinmer when it sends a PMAccept Message, to be
di sabl ed when either a PMAck or LLP connection setup request (e.gqg.
TCP SYN) to the SDP Address has occurred. |If a PMAck Message or LLP
Connection setup request is not received before the end of the
timeout interval, all resources associated with the PMReq MJIST be
del eted. This protects agai nst certain denial -of-service attacks.
Note that if the PM Server was inplenmented on a different host than
the Accepting Peer and the PMAck was | ost, the PM Server woul d not
be able to observe the LLP Connection setup request - thus the tiner
coul d expire after an SDP connection has been setup to the SDP
Address. Therefore if the timer expires the only state that should
be cleaned up is state associated with the connection setup request
- and an existing, established LLP connection to the SDP Address
shoul d be unaffected.

If the PMSP detects a duplicate PMReq Message, it MJST reply with
either a PMAccept or a PMDeny Message. In addition, if the PVSP
armed a tinmer when it sent the previous PMAccept Message for the
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duplicated PMReq Message, it should reset the tinmer when resendi ng
the PMAccept Message.

Because the PM dient can retransmt PMReq Messages, and the PNMSP
will send a reply for each request, it is possible to get duplicate
PMAccept or PMDeny Messages. Because the PM dient will discard
additional replies fromthe PVMSP for a specific transaction,
presunably there will not be duplicate PMAck Messages. However, to
cover the condition where there is a race in the client that could
cause multiple PMAck Messages to be sent for a specific transaction
(or an early tinmeout by the PMSP), if a PMSP receives a PMAck
Message which does not relate to any known state, it MJST discard
the PMAck message. Note that per TCP semantics, if a TCP SYN segnent
is received at the SDP Port Address which that does not relate to
any known state, TCP will send back to the Connecting Peer a TCP
Reset segnent. Thus the Connecting Peer is able to recover its state
and tear down the connection request.

When the PMSP is attenpting to attach the Connecting Peer to a
service, the service can have one of two states - available or
unavail able. If a PMSP receives a duplicate PVReq Message, the PMSP
SHOULD use the nobst recent state of the requested service to reply
to the PMReq (either with a PMAccept or a PMDdeny).

The above rules nmean that the PVSP will always attenpt to

comuni cate the nost current state information about the requested
servi ce. However, because the Port Mapper protocol is mapped onto
UDP/ 1P, it is possible that nessages can be re-ordered upon
reception. Thus when the PMSP receives a duplicate PMReq Message,
and the PMSP changes its reply froma PMAccept to a PMDeny or a
PMDeny to a PMAccept, the reply can be received out-of-order. To
keep the Port Mapper protocol sinple, rather than add a sequence
nunber to detect this sequence of events, the approach is to keep
the protocol response determnistic and require the PMdient to use
the first reply it gets fromthe PVMSP (see section 7.5.1 PM Cient
Behavi or on page 43).

If the PMSP receives a PMReq for a transaction that it has already
sent back a PMAccept, but the AssocHandl e does not match the prior
request, the PVMSP MJST discard and cl eanup the state associated with
the prior request and process the new PMReq normal ly.

Note that if a duplicate nessage arrives after the PVMSP state for
the request has been deleted, the PMSP will view it as a new
request, and generate a reply. If the prior reply was acted upon by
the Connecting Peer, then the latest reply would presumably have no
mat chi ng context and be discarded by the PM Cient. The PMSP state
will be recovered in one of the followi ng ways:
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* after the timeout interval (waiting for PMAck or TCP SYNLLP

connection setup request to the SDP Address), or

* if the client issues a new request, with a new AssocHandl e,

but for the same four-tuple (ApPort, CpPort, Apl PAddr,

Cpl PAddr) the PMSP will discard the prior state and answer

the current request .

The Hell o and Hel | oAck Messages defined in sections 6.2.1 Hello

Message (HH) on page 17 and 6.2.2 Hel |l oAck Message (HAH)on page 19

are used to establish the SDP connecti on.

SDP connecti on teardown uses the LLP connecti on teardown nechani sns,
plus two additional SDP Messages types to emrmul ate TCP connecti on

semantics for abortive and graceful connection teardown.
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8 Connection Setup

8.1.1 i WARP Connection Setup
SDP commruni cati ons MJST use the i WARP protocol suite for all SDP and
RDVA Messages, except for the Hell o Message, which MJST be sent in
St reani ng Mode.
Each socket corresponds to a single i WARP Connecti on Cont ext.
SDP connection setup MJUST include the follow ng nunbered steps in
order, after the LLP connection is setup:
1. The Connecting Peer prepares to send a Hell o Message.

a. The Connecting Peer MUST configure the nunber of |oca
receive Private Buffers that will be posted and the size of
those receive Private Buffers. See section 10 Private Buffer
Management on page 73 for constraints on Private Buffers.

b. The Connecting Peer MJST create a Connection Context,
initialize any required attributes and associ ate that
Connection Context to the LLP Streamif it has not done so
al ready.

c. The Connecting Peer MUST post the nunber of receive Private
Buffers that it advertises in the BSDH Bufs field at this
time or before sending the Hell o Message. See section 10
Private Buffer Managenent on page 73

d. The Connecting Peer MJST set the values of the LoclRD and
LocORD fields in the Hell o Message to greater than or equa
to one and |l ess than or equal to the lIocal IRD and | ocal ORD
val ues, respectively, that the connection is able to
support.

e. The Connecting Peer MJUST be able to receive an incom ng
i WARP Message i mmedi ately after sending the Hell o Message.
Note that the transition to i WARP node and sending the Hello
Message nust appear to be performed atomcally. Failure to
do so may result in race conditions.

2. The Connecting Peer MJIST send a Hell o Message to the Accepting

Peer in Stream ng Mode. The Connecting Peer MUST NOT send any

i WARP Messages until a Hell oAck Message is received fromthe

Accepting Peer. See section 6.2.1 Hello Message (HH) on page 17

and section 10.3 Initialization of Send Credit on page 74 for

additional information on filling in the SDP paraneters.
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The Accepting Peer, upon receipt of the Hell o Message,
deternmi nes whether to accept or terninate the connection attenpt
as follows:

a. The Accepting Peer MUST ternmi nate the connection attenpt
when any of the follow ng conditions occur:

* The Accepting Peer does not support the Major Protocol

Ver si on Nunber contained in the Hell o Message.
* The MaxAdverts field in the Hell o Message is equal to
zero.
* The Locl RD or LocORD field in the Hell o Message is equal
to zero.
b. |If none of the above conditions occur, the Accepting Peer

may accept the connecti on.

* The Accepting Peer SHOULD NOT reject the connection
request based solely on a m smatch of the M nor Protoco
Ver si on Nunber.

* The Accepting Peer MJST use the protocol specified by
the m nimum of the locally supported M nor Protoco
Versi on Nunmber and the value of the MnV field received
in the Hell o Message.

I f the connection is accepted, the Accepting Peer MJST send a
Hel | oAck Message back to the Connecting Peer. See section 6.2.2
Hel | oAck Message (HAH) on page 19 for additional infornation.
The steps prior to sending a Hell oAck Message are as foll ows:

a. The Accepting Peer MJST create a Connection Context,
initialize required attri butes and associate that Connection
Context with the LLP connection if it has not done so
al ready.

b. The Accepting Peer MJUST post the nunber of its receive
Private Buffers that it advertises in the BSDH Bufs field
bef ore sending the Hel |l oAck Message. See section 10 Private
Buf f er Managenent on page 73.

c. The Accepting Peer MJST set the values of LoclRD and LocORD
fields in the Hell oAck Message to greater than or equal to
one and | ess than or equal to the local IRD and | ocal ORD
val ues, respectively, that the connection is able to
support.
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If the LocORD in the incom ng Hell o Message is | ess than the
Accepting Peer’s local LoclRD in the associ ated Connection
Context, the Accepting Peer MAY reduce its local IRDto a
value that is greater than or equal to the LocORD contai ned
in the Hell o Message.

If the LoclRD in the incom ng Hell o Message is | ess than the
Accepting Peer’s local ORD in the associated Connection
Context, the Accepting Peer MJUST nodify that local ORD to a
val ue | ess than or equal to the LoclRD contained in the
Hel | o Message.

5. Send the Hell oAck Message using the i WARP Send wi th SE Message.

6. The Accepting Peer MJUST set the Flow Control Mde to Conbi ned
Mode and MAY i medi ately conmence data transfer.

7. The Connecting Peer receives the Hell oAck Message.

a.

Pi nkert on,

The Connecting Peer MJST terninate the connection attenpt
when any of the follow ng conditions occur:

* The Maj or Protocol Version Nunmber sent in the Hello
Message does not match the Maj or Protocol Version Number
in the Hell oAck Message. Note that this should not
happen because the Accepting Peer should have term nated
t he SDP connection due to a Maj V m snatch.

* The MaxAdverts field in the Hell oAck Message is equal to
zero.

* The LocORD or LoclRD field in the Hell oAck Message is
equal to zero

If the above conditions do not cause a connection
term nation

* The Connecting Peer SHOULD NOT term nate the connection
request based solely on a mismatch of the M nor Protoco
Versi on Nunber sent in the Hell o Message and the M nV
val ue received in the Hell oAck Message.

* The Connecting Peer MJUST use the protocol specified by
t he m ni mum of the M nor Protocol Version Nunmber sent in
the Hell o Message and the val ue received in the Hell oAck
Message.

If the LocORD in the incom ng Hell oAck Message is | ess than

the Connecting Peer’s local IRD in the associated Connection
Cont ext, the Connecting Peer MAY reduce its local IRDto a
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value that is greater than or equal to the LocORD contai ned
in the Hel |l oAck Message.

d. If the LoclRD in the incom ng Hell oAck Message is |ess than
the Connecting Peer’s local ORD in the associated Connection
Cont ext, the Connecting Peer MUST nodify its local ORD to a
val ue | ess than or equal to the LoclRD contained in the
Hel | oAck Message.

e. The Connecting Peer MJST set the Flow Control Mde to
Conmbi ned Mbde and MAY i mmedi ately comrence data transfer.
Al'l SDP Messages fromthis point on are sent using i WARP

8.1.2 Aborting Connection Setup

If the LLP connection is torn down during connection setup, the
i mpl enentati on MJUST abort the SDP connection setup.

An SDP i npl enentati on should cl ean up any resources associated with
an aborted connecti on.

8.2 Connection Teardown

SDP enul ates TCP connection teardown functionality. TCP provides two
ways to close a connection - a graceful close, where any data that
has been posted by the ULP to the transport is transferred before
the connection is torn down, and abortive close, where the
connection is immediately torn down.

8.2.1 Gaceful d ose

TCP's graceful close (also known as graceful disconnect or half-
cl osed connections) is an agreenent between the transport and ULP
t hat :

* Before the connection is term nated, all data accepted for
transm ssion by the transport before the close occurred is
guaranteed to be sent out (under reasonable |inmtations) and
reliably acknow edged.

* Data reception can continue normally until the Renote Peer
perfornms a cl ose.

Sockets Direct Protocol provides the same behavi or over i WARP.

The Local Peer SHOULD NOT cl ose the LLP connection at the tine of
the ULP s call to gracefully close the half-connection. The Local
Peer MUST reject any send data posted by the ULP after the ULP cl ose
call occurred.
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1
The Local Peer SHOULD continue to receive ULP data through any of 2
the SDP Data Transfer Mechanisms until the Renote Peer gracefully 3
cl oses the connection, or the connection is abortively closed (see {4
section 8.2.2 Abortive C ose on page 52 for the abortive cl ose 5
prot ocol). 6
-
The Local Peer MUST al so performthe foll owi ng operations in the 3
order specified: 9
10
1. The Local Peer MJST conplete the transm ssion of all outbound 11
data posted by the ULP before the ULP requested the graceful 12
close. This neans that all Bcopy transfers, Wite Zcopy 13
transfers, Read Zcopy transfers, and Transaction transfers from |14
this Data Source have been conpleted (see section 9 Data 15
Transfer Mechani snms on page 54). Conpletions may be successf ul 16
or unsuccessful (e.g., the LLP connection was torn down). 17

Unsuccessful conpletions MIST cause the Local Peer to performan{l8

abortive close (see section 8.2.2 Abortive C ose on page 52). 19

20

2. The Local Peer MJUST send a Di sConn Message to the Renote Peer. 21
This inforns the Renpte Peer that the connection is being 22
term nated gracefully, allowing the Renote Peer to informthe 23
ULP of this fact, as appropriate. If the transm ssion of the 24

Di sConn Message conpleted with an error, the connection tear 25
down was abortive. The D sConn Message provides simlar 26

semantics to a TCP segnment with the FIN bit set. Because the LLPR7
is required to provide reliable in-order delivery, no ULP data [28
will be received by the Renote Peer after the Renote Peer 29
recei ves the Di sConn Message. The Local Peer MJST continue to 30
recei ve SDP Messages to enable ULP data transfer on the opposite@31

hal f - connect i on. 32

33

3. The Local Peer MUST wait for one of the follow ng events: 34
35

* The Local Peer receives a DisConn Message. The Renote Peer 36
gracefully cl osed the opposite half-connection, unless an 37

Abort Conn Message is received before the connection is 38

t er m nat ed. 39

40

* The LLP connection is torn down (this is due to an abortive @4l
cl ose). 42

43

* The |l ocal ULP abortively closes the connection (see section 44
8.2.2 Abortive C ose on page 52). 45

46

* When no forward progress is being nade, the connection MAY @47
be abortively closed (see section 8.2.2 Abortive Cl ose on 48
page 52). 49

Pi nkerton, et al. 51



SDP for i WARP over TCP Oct ober 31, 2003

When the SDP inplenentation is inforned that the LLP connection
was torn down, the Local Peer MJST determ ne whether a D sConn
Message, or a Di sConn Message foll owed by an Abort Conn Message,
was received. |If a DisConn Message was received wi thout an
Abort Conn, the graceful close was successfully conpleted. If a
Di sConn Message was not received, or a D sConn Message and an
Abort Conn Message were received, then the close was abortive
(see section 8.2.2 Abortive Close on page 52). In either case,
the Local Peer MJST conplete all ULP receive buffers with

i nformati on about how nuch of the buffer was filled.

The Local Peer MUST al so clean up all i WARP resources associ at ed
with the connection (Connection Context, buffers, etc.).

The Renote Peer MJUST performthe follow ng operations for a graceful
cl ose:

1.

Upon recei pt of a DisConn Message, the Renpte Peer MJST consi der
all its outstanding SinkAvail advertisenments as cancel ed,
conplete all ULP receive buffers, and wait for the ULP to cl ose
t he connection. The Renote Peer MJST continue to allow nornal
ULP send data transfer, but MJST conplete any new ULP receive
buffers and informthe ULP (as appropriate) that the receive

hal f - connecti on has been gracefully cl osed.

If the ULP issues an abortive close, the Renpte Peer MJST use
the abortive close protocol (see section 8.2.2 Abortive Cl ose on
page 52). If the ULP issues a graceful close, the Renote Peer
MUST conpl ete the transm ssion of all send ULP data that was
posted before the ULP posted the graceful close. Conpletions may
be successful or unsuccessful (e.g., the LLP connection was torn
down). The Renote Peer MJST reject any send data posted by the
ULP after the ULP close call occurred.

The Renote Peer MUST send a Di sConn Message to the Local Peer.
If the Di sConn Message conpleted wi thout error and no Abort Conn
Message was received, then the graceful teardown was successful.
If the Di sConn Message conpleted with an error, or an Abort Conn
was received, the connection teardown was abortive.

The Renote Peer MJST use the LLP connection teardown protocol to
conpl ete the teardown. The Renpte Peer MJUST al so cl ose and cl ean
up all i WARP resources associated with the connecti on
(Connection Context, buffers, etc.).

8.2.2 Abortive d ose

If the ULP specifies an abortive disconnect or an abortive
di sconnect is required for sone other reason, an SDP inpl enentation
MUST conply with the follow ng rules:
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* If the LLP connection is still valid and a D sConn Message
was previously sent, then an inplenentati on MIUST send an
Abort Conn Message and process its conpletion before
term nating the LLP connecti on.

* If the LLP connection is not valid, or if the LLP connection
is valid and no D sConn Message was previously sent, an
i npl emrentati on MUST NOT attenpt to send additional SDP
Messages and MJST i medi ately terminate the LLP connecti on.

An SDP i npl ementati on MJUST consi der the connection abortively torn
down if the LLP connection is torn down w thout receiving a D sConn
Message, or if both an AbortConn and a Di sConn Message were
received. An inplenentation MIUST discard any unsent ULP data.

If an SDP protocol violation occurs, an inplenentation SHOULD
abortively close the connection. A protocol violation includes but
is not limted to LLP errors, invalid SDP Messages, or incorrectly
formatt ed SDP Messages.

Certain ULP behaviors can |lead to a situation under which the ULP
initiates graceful teardown in the send direction (causing the

Di sConn Message to be sent), and then sonme error occurs that

requi res the connection to be abortively closed. The Abort Conn
Message is used for this purpose. The AbortConn Message is sent if
the Di sConn Message has al ready been sent, but the LLP connection
has not been term nated yet, and sone error condition arises that
calls for abortive teardown of the socket under TCP semanti cs.
Sendi ng out the AbortConn Message inforns the Renpte Peer to ignhore
the earlier DisConn Message and informthe ULP (as appropriate) that
the connection was cl osed abortively. In this case, the Abort Conn
Message provides simlar semantics to TCP sending a segment with the
RST bit set after it has already sent a segnment with the FIN bit
set.

Once the Abort Conn Message conpl etion event occurs, an SDP
i mpl enentati on MJST use the nornmal LLP connection teardown protoco
to conpl ete the teardown.
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9 Data Transfer Mechani snms

SDP enpl oys four Data Transfer Mechani smns:

* Bcopy - transfer of ULP data fromsend buffers into receive
Private Buffers.

* Read Zcopy - transfer of ULP data through RDVA Reads,
preferably directly fromULP Buffers into ULP Buffers.

* Wite Zcopy - transfer of ULP data through RDVA Wit es,
preferably directly fromULP Buffers into ULP Buffers.

* Transaction - an optim zed ULP data transfer nodel for
transactions. It piggy-backs ULP data transfer using Private
Buffers on top of the Wite Zcopy nechanismused to transfer
ULP data on the opposite hal f-connecti on.

The policy that controls when to use the Bcopy Data Transfer

Mechani snms versus a Zcopy Data Transfer Mechanismis outside the
scope of this specification. An inplenentation dependent paraneter
defined as the Bcopy Threshold is used to abstractly define the
results of the policy decision. No constraints are placed on the
Dat a Source Bcopy Threshol d val ues, and the value of the Data Source
Bcopy Threshold may be static or dynami c. The Data Sink Bcopy
Threshol d has a single constraint: it MJST be greater than or equa
to the size of the receive Private Buffers. Its value MAY al so be
static or dynam c

Not e that sonme socket inplenentations do not provide determnistic
results if overlapping receive buffers are posted.

An SDP i npl enmentati on MJST support the Bcopy Data Transfer
Mechani sm both as a Data Source and as a Data Sink.

It is strongly RECOMVENDED t hat an SDP i npl ementati on support the
ability toinitiate all of the Data Transfer Mechani sns.

It is strongly RECOMVENDED t hat an SDP i npl ement ati on support the
ability to carry out all of the Data Transfer Mechani smrequests.

If an SDP i npl enmentati on does not support carrying out a received
request for a given optional Data Transfer Mechanism the

i mpl enentation MJST still be able to parse the received request, and
to force the use of the Bcopy Data Transfer Mechani sm by sending a
SendSm Message.

For exanple, if an SDP inplenentati on does not support carrying out
the Read Zcopy Data Transfer Mechani smrequest, when a SrcAvai
Message is received, the inplenmentation nust be able to respond with
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a SendSm Message to force the Data Source to use the Bcopy Data
Transfer Mechani sm

9.1 Bcopy

SDP mai ntains a snall set of receive Private Buffers for receiving
data that the Data Source transfers using i WARP Sends. Each
connection has a separate pool of receive Private Buffers.

Dat a Source Dat a Si nk
Dat a Message
This is a | adder diagram wi th payl oad #1
showi ng the Data Source = = = |-----cmmmmm e >
sending nultiple Data Messages
to send ULP data. Note that Dat a Message
Data Messages are sent to the wi t h payl oad #2
receive Private Buffer pool, = |------cmmmmmmmmm i >
and thus require a fl ow-control
update periodically. This Dat a Message
updat e can be pi ggybacked on a wi t h payl oad #3
SDP Message sent as part of | ---------mmmm e >

normal data flow or it can be |
sent in a Data Message with |
no payl oad. Data Message with
no payl oad, used
for flow contro

Figure 20 Ladder Di agram for Bcopy Mechani sm

Each peer chooses its own sizes of send and receive Private Buffers
and infornms the other peer of the size of the receive Private Buffer
during connection setup.

The Data Source MJUST limt the anmobunt of ULP data sent in an SDP
Message (specifically a Data, SinkAvail, or SrcAvail Message) to
ensure the ULP data plus SDP header(s) fits within the receive
Private Buffer size advertised by the Data Sink

SDP Message transfer is flow controlled as described in section 10
Private Buffer Managenent on page 73.

For the Data Source, data may be copied fromthe ULP's buffer to the
payl oad sections of one or nore of the send buffers, or the ULP
Buffer may be referenced directly by the send work request. In the
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header, the MDis set to type Data Message and the SDP Message size
is set to the ULP payl oad size plus the size of the header

The Data Sink receives the SDP Message in its posted receive Private
Buf fers. When a ULP receive buffer is conpleted is outside the scope
of this specification.

9.2 Read Zcopy

Thi s mechani sm MUST transfer data through the foll owi ng sequence of
oper ati ons:

1.

The Data Source sends a SrcAvail Message when a send ULP Buffer
t hat the Source deens suitable has been posted (there are no
protocol restrictions on the Data Source use of the Bcopy
mechani sm ver sus Read Zcopy nechani smfor transfer of a specific
ULP Buffer). For exanple, a SrcAvail Message nmay be sent if the
ULP Buffer is larger than the Bcopy Threshold. If the Source
chooses to advertise a ULP Buffer in a SrcAvail Message, the ULP
Buffer is referred to as an RDVA Buffer (the RDVA Buffer may be
a copy of the ULP Buffer).

I n Conmbi ned Mbde the SrcAvail Message payl oad MJUST contain at
| east one byte of ULP payl oad. However, in Pipelined Mdde the
SrcAvail Message MUST NOT contain ULP payl oad (see sections 11.2
Combi ned Mbde on page 80 and 11.3 Pi pelined Mode on page 81).

The SrcAH Len, VA, and STag fields MJST describe the entire Data
Source RDMVA Buffer and MUST reference the sane Data Source RDVA
Buf f er, regardl ess of whether a copy of the initial portion of
the RDVA Buffer is included in the SrcAvail Message payl oad.

After receiving a SrcAvail Message, the Data Sink MAY send a
SendSm Message when ULP receive buffer(s) are not suitable for
Read Zcopy.

The Data Sink receives the SrcAvail Message and waits for the
ULP to post a receive buffer to SDP. If the Data Sink chooses to
conpl ete the data transfer

a. |If the receive ULP Buffer is viewed as unsuitable for Read
Zcopy, the Data Sink MUST send a SendSm Message (see section
9.5.2 Mechanisms for Forcing Bcopy on page 66).

b. I1f the receive ULP Buffer is viewed as suitable for Read
Zcopy, the Data Sink MJUST use the Read Zcopy Data Transfer
Mechani sm An inplenmentation should use the ULP Buffer as
the RDVA Buffer. An inplenentation nmay choose to create an
internmedi ate buffer as the RDVA Buffer, and then copy the
data into the ULP Buffer. If the initial portion of the send
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RDVA Buffer is present in the SrcAvail advertisenent, the
Data Sink noves the data into the RDVA Buffer through one of
the followi ng mechani sms:

* Copy sone or all of the ULP payl oad of the SrcAvai
Message to the receive RDVA Buffer, and then perform one
or nore RDVA Read(s) to retrieve the rest of the data,
offsetting the initial RDMA Read transfer by the nunber
of bytes that were copied out of the SrcAvail Message
ULP payl oad.

* Avoid the ULP payl oad copy and start the initial RDVA
Read at the start of the send RDVA Buffer. Additional
RDVA Reads nmay be used to transfer the rest of the
buf fer.

After the RDVA Read(s) conplete(s), the Data Sink MJST send an
RdmaRdConpl Message to the Data Source, unless the operation was
cancel ed (see section 9.5.4 SrcAvail Revocation on page 69). The
Data Sink MUST wait for conpletion of the RDVA Read before
sendi ng t he RdmaRdConpl .

The RdmaRdConpl header MJST contain the size (in bytes) of ULP
data transferred through the RDVA Read(s), excluding any portion
of the ULP data that was originally transferred through the
SrcAvail Message. The RdmaRdConpl Message MUST refer to data
made avail able through a single SrcAvail advertisenent.

A Data Sink MUST only send an RdnmaRdConpl Message associ at ed
with the ol dest inconplete SrcAvail Message.

The RdnaRdConpl Len does not include the portion of the data, if
any, transferred within the SrcAvail Message as ULP payl oad. The
size MAY be less than the size of the Data Source RDVA Buffer
advertised in the SrcAvail Message nminus the size of ULP data
payl oad included in the SrcAvail Message. An inplenentation NMAY
| oop performng a series of RDVMA Read operations followed by
RdmaRdConpl Messages to transfer the send RDVA Buf fer contents.

It is expected (but not required) that protocol inplenentations
woul d typically RDVA Read all the ULP data and then send a

si ngl e RdmaRdConpl Message to informthe Data Source that the
SrcAvail Message has been Processed. The facility to specify
data transfer size less than the RDVA Buffer size advertised in
the SrcAvail Message enabl es various transfer scenarios. For
exanpl e, a protocol inplenentation could RDVA Read part of the
data and then send a RdmaRdConpl Message foll owed by a SendSm
Message to retrieve the rest of the data using the Bcopy
mechani sm Only one SendSm Message can be used to conplete data
transfer for a given SrcAvail advertisenent. See 3) bel ow.
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Note that if the Flow Control Mbde fromthe Data Source to the
Data Sink is Conbined Mode, the Data Sink can set the REQ Pl PE
bit in the BSDH Flags field of the RdnaRdConpl Message if it

wi shes to transition to Pipelined Mode (see section 6.1 Base
Sockets Direct Header (BSDH)on page 13).

Upon receiving the RdmaRdConpl Message, the Data Source MJST
conpare the RRCH Len field against the I ength of the ol dest,

i nconpl ete SrcAvail advertisenent. If the send RDVA Buf fer has
not been conpletely transferred, the Data Source MJST wait until
the SrcAvail Message has been Processed by an ensuing
RdmaRdConpl Message or a SendSm Message. Once the send RDVA
Buffer is conpleted, this may map to conpletion of a send ULP
Buf fer, as appropri ate.

Dat a advertised by SrcAvail MJST renmai n avail able for Read Zcopy
by the Data Sink until its consunption has been acknow edged

wi th RdmaRdConpl Message(s), a SendSm Message is received from
the Data Sink, the SrcAvail Message has been overri dden because
of a SinkAvail Message (see section 11.3 Pipelined Mode on page
81), or the Data Source has Processed a SrcAvail Cancel seguence
(see section 9.5.4 SrcAvail Revocation on page 69).

Note the portions of the RDMA Read buffer that have been
conpl eted by an RdmaRdConpl are no | onger required to be
avai | abl e for RDVA Read.

The Data Sink SHOULD send the final RdmaRdConpl Message for an
RDVA Read Buffer with the Send with SE and I nvalidate i WARP
Message to invalidate the STag associated with that RDVA Read
Buffer. If the Data Sink does not use the Send with SE and

I nval i date i WARP Message for RdmaRdConpl, it MJUST use the Send
with SE i WARP Message.

If the Data Sink used the i WARP renote invalidate feature, then
the Data Source MUST verify that the invalidated STag was the
same STag that was sent in the original SrcAvail Message - and
if it was not the same STag, the Data Source MJST view this as a
protocol violation. If the Data Sink did not use the renote

i nvalidate feature, the Data Source should locally invalidate
the advertised STag (If the Data Source does not invalidate the
advertised STag, there are security inplications. See [ RDVAP-
SECURI TY] for additional details).

If a SendSm Message is received at the Data Source, the Data
Source MJUST match the SendSm Message with the ol dest, inconplete
SrcAvail advertisenent. The Data Source MJUST view this SrcAvai
as Processed and MJST send the renmi ning ULP data using Data
Messages (see section 9.1 Bcopy on page 55). The Data Sink MJST
consune this data before sending an RdnaRdConpl for ot her
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SrcAvail Messages (this condition can only occur in Pipelined
Mode - see section 11.3 Pipelined Mode on page 81).

Upon receiving a SendSm Message, the Data Source MJST conpl ete
the ol dest inconplete SrcAvail advertised buffer using Data
Message(s). After sending a SendSm Message, the Data Sink MJUST
wait until it has received all of the data that was advertised
in the corresponding SrcAvail before sending any RdmaRdConpl
Message, even for another advertised buffer.

Note that the Data Sink cal cul ates the nunber of renmining bytes
expected through Data Messages by subtracting fromthe SrcAH | ength
field the sumof the nunber of bytes that the Data Sink has

acknow edged wi th RdmaRdConpl Message(s) plus the anount of ULP
payl oad i ncluded in the SrcAvail Message (if any).
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Dat a Source Dat a Si nk
Sr cAvai
Thi s | adder di agram shows t he Data Message
Source sending a send RDVA Buffer | -------mommmmonnn- >
advertisenment (SrcAvail Message) to
the Data Sink. The Data Sink initiates R T
one or nore RDVA Read(s) to transfer Y
source ULP data. Wen the RDVA Read(s) |/ / ...............
conpl etes, an RdmaRdConpl Message i s \/ |/
sent to the Data Source. Further RDVMA |/\/ RDVA Read
Read(s) and RdmaRdConpl Messages may \/\
be necessary to consune the entire A R >
source buffer. VN >
\ >
RdnmaRdConpl
Message
Ko e e e e e e e m— - -
oo
I
e
.......... Opti onal Message \/ |/
AV RDVA Read
\/\
A R >
VN >
\ >
RdmaRd Conpl
Message
Ko e e e e e e e e e m— i m - -

Figure 21 Ladder Diagram for Read Zcopy Mechani sm

When the Data Sink sends multiple RdmaRdConpl Messages for a single
SrcAvai |l advertisenent, the Data Sink MJST set the RdmaRdConp
Message length field to the nunber of bytes transferred since the

| ast RdmaRdConpl was sent for this SrcAvail advertisenent.

It is possible to create a deadlock if, at the same tinme, both ULP
peers post send data suitable for Read Zcopy and both ULPs wait for
the associated send to conplete before posting a receive. A SrcAvai
Message coul d be sent by each SDP peer, but no ULP receive buffer
woul d be posted. This deadl ock is possible when all of the follow ng
are true:

* A SrcAvail is received; and
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* No ULP receive buffer is posted; and

* The | ocal Data Source has a SrcAvail outstanding.

VWhen these conditions are true, a deadl ock can be avoided in a
vari ety of ways:

* The Data Sink could send a SendSm Message to force the use
of the Bcopy Data Transfer Mechani sm

* The Data Source could send a SrcAvail Cancel Message and then
conplete the ULP wite using the Bcopy Data Transfer
Mechani sm

* The Data Sink could conplete the Read Zcopy using a | ocal
buffer, holding that data until the ULP posts a receive.

Regardl ess of the nethod used, it is strongly RECOMVENDED t hat SDP
i npl enent ati ons detect and recover fromthis deadl ock situation.

9.3 Wite Zcopy

Thi s mechani sm MUST transfer data through the foll owi ng sequence of
oper ati ons:

1.

The Data Sink sends a SinkAvail Message to the Data Source when
a suitable receive ULP Buffer is posted (note that the ULP

Buf fer MJUST be larger than the size of the | ocal receive Private
Buffers - see section 9.5.1 Detecting Stal e SinkAvai
Advertisements on page 65). If Wite Zcopy is chosen, the ULP
Buffer is referred to as a receive RDVA Buffer (the receive RDVA
Buffer may actually be a Private Buffer from where receive data
is copied to the ULP Buffer - this is inplenentation-dependent).

The SinkAH Len, VA, and STag fields MJST describe the entire
Data Si nk RDVA Buf fer and MJUST reference the sanme Data Si nk RDVA
Buf fer. The Data Sink MJUST set a value in the NonDiscards field
as specified in section 6.3.3.4 NonDi scards - 32 bits on page
24.

The Data Source receives the SinkAvail Message and waits for the
ULP to post a send buffer. If the Data Source determ nes the
buffer is suitable for Wite Zcopy, it MJST use one or nore RDVA
Wites to transfer ULP data to the Data Sink. If the Data Source
determines the buffer is unsuitable for Wite Zcopy, it MJST use
t he protocol described under section 9.5.2.2 Data Source Forcing
Bcopy on page 67.

After the RDVA Wite(s) conplete, the Data Source MJST send a
si ngl e RdmaW Conpl Message to the Data Sink, unless the
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operation was cancel ed. The Data Source SHOULD send the

RdmaW Conpl Message using Send with SE and Invalidate to
invalidate the STag associated with the conpleted RDVA Buffers
at the Data Sink. |If the Data Source does not use the Send wth
SE and Invalidate i WARP Message for RdnmaW Conpl, it MJUST use the
Send with SE i WARP Message.

If the Data Source used the i WARP renote invalidate feature,
then the Data Sink MJUST verify that the invalidated STag was the
same STag that was sent in the original SinkAvail Message - and
if it was not the sane STag, the Data Sink MJST view this as a
protocol violation. If the Data Source did not use the renote

i nvalidate feature, the Data Sink should locally invalidate the
advertised STag (If the Data Sink does not invalidate the
advertised STag, there are security inplications. See [ RDVAP-
SECURI TY] for additional details).

The RdmaW Conpl header MJST contain the size (in bytes) of data
transferred through the RDVA Wite(s).

3. Upon receiving the RdmaW Conpl Message, the Data Sink MJUST match
t he RdnmaW Conpl Message to the ol dest inconplete SinkAvai
adverti senent and MUST consi der the SinkAvail advertisenent
Processed. Once the recei ve RDVA Buffer is Processed, this may
map to conpletion of a receive ULP Buffer, as appropriate. If
t he RdmaW Conpl Message did not include a renote invalidate, the
Data Sink may invalidate the advertised STag.

A Data Sink RDVA Buffer advertised by SinkAvail MJST renain

avail able for Wite Zcopy fromthe Data Source until it has been
acknow edged with an RdmaW Conpl Message, the SinkAvail was cancel ed
due to a Data Message (see section 9.5.1 Detecting Stal e SinkAvai l
Advertisenments on page 65), or the advertisenent has been revoked,
(and the revoke request has been Processed - see section 9.5.5

Si nkAvai | Revocation on page 70).
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1
Dat a Source Dat a Sink 2
Thi s | adder di agram shows the 3
Data Sink sending a recei ve RDVA Si nkAvai | 4
Buf fer adverti sement (SinkAvail Message 5
Message) to the Data Source. The S LT 6
Data Source transmts source ULP U
Dat a when avail abl e by using an RDVA Wite 3
RDMA Wite followed by a = |-------mmmmon-- > 9

RdmaW Conpl Message. | ... oo > 10
................ > 11

12

.......... Opti onal Message 13

RdmaW Conpl 14

Message 15

---------------- > 16

17

18

Figure 22 Ladder Diagramfor Wite Zcopy Mechani sm 19

20

Some socket inplenentations support an option to ensure that receivel2l
ULP Buffers are conpletely filled before they are returned to the 22
ULP. This is typically inplemented as a flag called MSG WAI TALL t hat 23
is specified when a receive ULP Buffer is posted. If the MSG WAI TALLR24
socket option is supported by the Data Sink inplenentation, the DataRb
Sink MJUST disable Wite Zcopy for ULP Buffers that have MSG WAI TALL 26
set by not sending SinkAvail advertisenents to the Data Source. 27
Enabling Wite Zcopy for buffers with MSG WAl TALL breaks the ULP 28
Buf fer accounting algorithmthat addresses crossing SinkAvail and 29
Dat a Messages (see section 9.5.1 Detecting Stal e Si nkAvai l 30
Advertisements on page 65). If the ULP Buffer accounting algorithm 831
is used, then the Data Sink must partially conplete the ULP Buffer 32
when a Data Message and Si nkAvail Message cross. Disabling SinkAvail 33
prevents this condition, thus enabling the receive ULP Buffer to be (34

conpletely filled in all scenarios. Note that the setting of 35
MSG WAI TALL flag for a receive buffer does not restrict the use of [36
Read Zcopy or Bcopy Data Transfer Mechani sns. 37

38

9.4 Transaction Mechani sm 39
40

If the ULP is transaction oriented, typically one peer is sending 41
short conmand nmessages and nmediumto |ong reply nessages are 42
expected. It is possible to optimze this transfer nodel by 43

col | apsing the SinkAvail advertisenent for the reply' s receive RDVA 44
Buffer with the Data Message for the command. This enabl es Zero-copy@b
receives on potentially smaller replies as well as reducing control @46
traffic. Note that the SinkAvail Message is used to transfer ULP A7
payl oad that is being sent in the opposite direction of the Data 48

Message. In order for that SinkAvail to be generated, the Flow 49
Control Mode needs to be Pipelined Mbde (see section 11.3 Pipelined 50
Mode on page 81). Furthernore, the receive RDVA Buffer for the 51
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Si nkAvai | advertisenment needs to be larger than the |ocal receive
Private Buffer size (see section 9.5.1 Detecting Stal e SinkAvai
Adverti sements on page 65)

If an end point receives a SinkAvail Message with ULP payl oad, the
Dat a Source SHOULD use RDVA Wites to fill the adverti sed RDVA

Buf fer unless prior ULP payl oad-carrying SDP Messages effectively
cancel ed this SinkAvail advertisenent (see section 9.5.1 Detecting
Stal e Si nkAvail Advertisenents on page 65).

Fi gure 23 Ladder Diagram of Transaction Mechani smon page 64 shows
the collapsing of the Data Message into the SinkAvail advertisenent.
ULP peer A is communicating with ULP peer B, with a traffic pattern
that appears as though it is transactional. Peer Ais repetitively
sending peer B a single small ULP nessage (this is the command) and
then inmedi ately posting a receive ULP Buffer (this is the reply).
Wt hout the piggyback nechanism two SDP Messages coul d potentially
be generated by peer A

Non- Opti m zed Optim zed
Transacti on Transacti on
Peer A Peer B Peer A Peer B
Si nkAvai
Dat a Message Message with
----------------- > payl oad
_________________ >
Si nkAvai |
Message RDVA Wite
_________________ > K m e e e e e e e mm -
S
RDVA Wite S
Ko m e e e e e mm— - =
S Rdmaw Conpl
S e Message
K m e e e e e e e e mm -
RdnmaW Conpl
Message
Ko m e e e e e mm— - =

Fi gure 23 Ladder Diagram of Transaction Mechani sm

ULP peer B is consistently waiting for reception of a cormand before
posting a send ULP Buffer for the reply. If the Transaction
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mechani sm was not avail abl e and the SinkAvail advertisenent was not
recei ved before the reply was posted by the ULP, the reply Data
Source woul d have to choose whether to wait for the SinkAvai
advertisenment, generate a SrcAvail advertisenent, or transfer the
ULP data using the Bcopy mechanism Wth the Transacti on nechani sm
the logic is straightforward. The reply Data Source MAY use the
Wite Zcopy mechanismto transfer the reply. If the reply ULP Buffer
is not suitable for RDVA Wite, the Data Source MAY send the reply
data using the Bcopy nechanism All Pipelined Mdde rules apply (see
section 11.3 Pipelined Mode on page 81).

9.5 M scell aneous Data Transfer |ssues

9.5.1 Detecting Stale SinkAvail Advertisenents

SDP allows the Data Source to send ULP data through SDP Messages.
This creates an issue in Pipelined Mdde because a Si nkAvai
advertisement could cross an SDP Message containing ULP data that is
destined for the same receive ULP Buffer that was advertised in the
Si nkAvai | Message. The receive ULP Buffer could be at |east
partially satisfied through the Data Message. This effectively
requires the Data Source to view the receive RDVA Buffer

adverti senent as outdated or stale.

The Data Sink MJUST only send a SinkAvail advertisenent if the RDVA
Buffer is larger than the | ocal receive Private Buffer size.

This al so neans that the Data Sink MJST set its Bcopy Threshold to
be larger than or equal to the receive Private Buffer size.

SDP MUST use the following algorithmto enable the Data Source to
detect and recover from stale SinkAvail adverti sements:

1. If a ULP receive RDVA Buffer R has been advertised through a
Si nkAvai | Message and one or nore SDP Messages with ULP payl oad
(Data or SinkAvail Message with ULP payl oad) arrives at the Data
Sink, then the Data Sink MJST copy the ULP payl oad of exactly

one SDP Message into R and MJUST return Rto the ULP. In other
words, R will not consune the ULP payl oad of nore than one SDP
Message.

In Pipelined Mode, the Data Sink MJST use the ULP payl oad of
only one SDP Message (Data Message or SinkAvail) to conpl ete any
one RDVA Buffer advertised through SinkAvail

If a receive ULP Buffer has not been advertised through a
Si nkAvai | Message, that buffer MAY consune the ULP payl oad of
nore than one SDP Message.
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2. The Data Source MJST keep a 32-bit counter,
Pot ent i al NonDi scards, which tracks the nunber of SDP Messages
carrying ULP payl oad that the Data Source has sent that m ght
not cause a SinkAvail Message to be discarded. The
Pot ent i al NonDi scards counter MJST be initialized to zero and
MUST wap to zero after reachi ng OxFFFFFFFF

3. The Data Source, upon sending an SDP Message carrying ULP
payl oad, MJST increnent Potential NonDi scards by one.

4. At the Data Source:

The Data Source MUST execute the foll ow ng pseudo-code for each
recei ved SinkAvail advertisenment before initiating a Wite Zcopy
data transfer using the advertised buffer. If ULP payload is
present in the SinkAvail, the Data Source MJST process the ULP
payl oad normal |y regardl ess of whether the SinkAvail was

di scar ded.

I f (SinkAvail.NonDi scards != Potential NonDi scards)
Di scar d( Si nkAvai |)
Pot ent i al NonDi scar ds- -

El se
Process SinkAvail normally

For exanple, if Potential NonDi scards=2 and the Data Source has

t hree SinkAvail advertisenents, all with NonDi scards=0, then the
first two advertisenents are discarded as stale and RDMA i s
initiated on the third adverti senent.

Note that this algorithm can cause receive ULP Buffers to be
partially filled when conpleted. If a ULP Buffer is required to be
conpletely filled, an SDP inpl enmentation should not advertise the
ULP Buffer with a SinkAvail Message. See section 9.3 Wite Zcopy on
page 61 for additional details.

Det ecting stal e SinkAvail advertisenments is one nechani smthat
causes a SinkAvail advertisement to be discarded. Section 12.4
Transition From Pi peli ned Mode to Conbi ned Mbde on page 86 defines a
di fferent circunmstance when a SinkAvail Message nust be di scarded.

9.5.2 Mechanisnms for Forcing Bcopy
9.5.2.1 Data Sink Forcing Bcopy

Wil e in Conbined or Pipelined Mddes, if the Data Sink determ nes
that its buffer is unsuitable for use with Read Zcopy from an RDVA
Buf fer advertised by the Data Source, the Data Sink can use the
SendSm Message to force the Data Source to send data through the
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Bcopy nechanism (i.e., through Data Messages). The Data Si nk MAY
send the SendSm Message after receiving a SrcAvail Message.

Upon receiving the SendSm Message, the Data Source MJST send al
remai ning ULP data (advertised in the associated SrcAvail Message)
usi ng Data Messages.

The Data Sink MJST process SrcAvail Messages in Mseq order as
described in section 10.1 SDP Message Ordering on page 73. For each
SrcAvail Message received, the Data Sink MJST either proceed with
the appropriate RDVA Data Transfer Mechani sm (Read Zcopy if a

Si nkAvai | advertisenent did not cross, or wait for an RdmaW Conpl if
a crossing occurred - see section 11.3 Pi pelined Mode on page 81) or
it MUST respond with a SendSm Message.

The Data Source MJUST respond to the SendSm request by matching it to
the ol dest inconplete SrcAvail advertisenent and then sending the
remai ning ULP data for the SrcAvail advertisenment (i.e., that has
not been Processed by RdmaRdConpl Message(s) fromthe Data Sink or

al ready sent as ULP payload in the SrcAvail Message) through the
Bcopy mechani sm

| mpl ementation note: in sone cases the Data Source and Data Sink
coul d have different Bcopy Threshold val ues. Wen the Data Source
adverti ses an RDVA Buffer whose size is greater than the Data
Source’ s Bcopy Threshold but |less than the Data Sink’s Bcopy
Threshol d, the Data Sink could choose to force a Bcopy. However,
since the Data Source has already invested in setting up a Read
Zcopy data transfer, the Data Sink should give special consideration
to cooperating with the Data Source’s attenpt to use Read Zcopy.
Note that the Data Sink is free to force a Bcopy if it determ nes
that for any reason its buffer is unsuitable for Read Zcopy.

9.5.2.2 Data Source Forcing Bcopy

Wiile in Pipelined Mode, if the Data Source deternmines that its
buffer is unsuitable for use with Wite Zcopy to an RDVA Buffer
advertised by the Data Sink, the Data Source MAY choose to not use
the Data Sink’s RDVA Buffer advertisenment, and instead use Data
Messages to send data using the Bcopy Data Transfer Mechanism In
this case, the Data Source and Data Sink MJST follow the protocol
described in section 9.5.1 Detecting Stal e SinkAvail Advertisenents
on page 65.

| mpl ementation note: in sone cases the Data Source and Data Sink
coul d have different Bcopy Threshold val ues. Wen the Data Sink
adverti ses an RDVA Buffer whose size is greater than the Data Sink’s
Bcopy Threshold but | ess than the Data Source’s Bcopy Threshold, the
Dat a Source could choose to force a Bcopy. However, since the Data
Sink has already invested in setting up a Wite Zcopy data transfer,
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the Data Source shoul d give special consideration to cooperating
with the Data Sink’s attenpt to use Wite Zcopy. Note that the Data
Source is free to force a Bcopy if it determ nes that for any reason
its buffer is unsuitable for Wite Zcopy.

9.5.3 Processing Qut-O-Band Data

When the Data Source ULP posts Qut-O-Band data (a single byte) to
be transmitted, the SDP inpl enmentati on MIST preserve the ordering of
the Qut-OfF -Band data in the output byte stream

The precise mechani sm for conveying OOB data requests fromthe ULP
to the SDP i nplenentation is outside the scope of this
speci fication.

Once the ULP has indicated that a particular byte in its output
stream shoul d be marked as Qut-Of -Band data, the SDP inpl enmentation
MUST notify the Renpte Peer that Qut-Of-Band data is pendi ng by
setting the OOB_PEND flag on an out goi ng SDP Message. It is
RECOMMVENDED t hat this notification be acconplished in an expeditious
fashi on; however, the only requirenents |evied by the specification
are as follows:

* The OOB_PEND flag MJUST be sent exactly once for each OOB
data indicati on.

* The OOB_PEND flag MJST be set on an SDP Message that is sent
no later than the SDP Message containing the Qut-Of -Band
data byte.

* The inplenentation MJST, if necessary, delay sending the
OOB PEND flag to ensure that no nore than 65,535 (2"16-1)
bytes of data are sent between the flag and its associ ated
Qut- O -Band data byte. This includes all ULP data sent by
any SDP Data Transfer Mechani sm including any data sent in
or advertised by the SDP Message containing the OOB _PEND
flag.

Not e that an inplenentati on MAY send an SDP Message with the
OOB _PEND flag using a reserved credit. See section 10.5 Use of Send
Credits on page 74.

When the output byte-stream advances to the point where the Qut-Of -
Band data was inserted into the data stream by the ULP, the Data
Source MJST send the Qut- O -Band data using a Data Message with the
OOB PRES bit set and the Qut-of-Band data byte as the | ast byte of
the ULP payload in the Data Message.

Upon recei pt of an SDP Message with the OOB PEND fl ag set, it is
RECOMMVENDED t hat the SDP i npl enmentation expeditiously notify the ULP
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that OOB data is pending;, however, the precise nechanismfor
conveying OOB notifications fromthe SDP inplenentation to the ULP
is outside the scope of this specification.

9.5.4 SrcAvail Revocation

To revoke all inconplete SrcAvail Messages sent by the Data Source
to the Data Sink, the Data Source MJUST send a SrcAvail Cancel
Message. This is needed, for exanple, if the ULP perforns a socket
wite and a tinmeout capability is supported. If the tineout interval
passes W t hout successful conpletion of the transfer, the Data
Source needs to cancel all RDVA Buffers advertised on behalf of the
socket wite. Rather than create a new SDP Message type to
explicitly acknow edge the SrcAvail Cancel Message, the SendSm
Message is used because it can be unanbi guously understood to

conpl ete the cancel operation.

The Data Sink, upon receiving the SrcAvail Cancel Message, MJST

di scard all Unprocessed SrcAvail Messages (SrcAvail Messages that
have not been operated on), and SHOULD discard all In-Process
SrcAvail Messages (RDVA Read processing has started, but an
RdmaRdConpl or SendSm Message to conplete the SrcAvail advertisenment
has not been sent) -- see details below. If all SrcAvail Messages
have been Processed, then the Data Sink MJST ignore the
SrcAvai | Cancel Message.

Note that if a SrcAvail Message is In-Process at the Data Sink
(i.e., it has initiated one or nore RDVA Reads), the RDVA Read
cannot be cancel ed. Because of this and potential head- of-queue

bl ocki ng due to the m x of control and data on the sane connecti on,
it my be sone tine before the SrcAvail Message is actually

cancel ed.

The Data Sink MJUST NOT update the value of MsSeqAck to be sent in SDP
Messages to greater than or equal to the Mseq value, with wap, in
the SrcAvail Cancel Message until all In-Process SrcAvai

adverti senents have been conpleted with the foll owi ng sequence of
events:

1. The Data Sink MUST NOT initiate any new RDVA Reads

2. After conpletion of all In-Process RDVA Reads, the Data Sink
MUST send any rel evant RdmaRdConpl Messages (this nay or may not
conpl ete the SrcAvail Message, dependi ng on how many bytes have
been consuned).

3. |If there is nore ULP data that has not been transferred fromthe
original SrcAvail Message, the Data Sink MJST cancel the
remai nder of the SrcAvail adverti sement.
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If the Data Sink cancel ed one or nore SrcAvail adverti senents

(either Unprocessed or In-Process), the Data Sink MJST send exactly

one SendSm Message associated with the ol dest inconplete SrcAvai
Message.

The Data Source, after sending a SrcAvail Cancel Message, MJST NOT

send any new SrcAvail Messages until the SrcAvail Cancel Message has

been Processed as defined bel ow

This enables the Data Sink to inplenment sinpler accounting (i

not have to account for whether a SrcAvail Message was sent before
or after the SrcAvail Cancel Message).

The Data Source MJST consider the SrcAvail Cancel Message Processed
if any of the follow ng occur:

* Al'l Unprocessed or In-Process SrcAvail Messages have been

noved to the Processed state with an RdmaRdConpl Message or

have been overridden by a SinkAvail Message (see section
11.3 Pi pelined Mode on page 81).

* A SendSm Message is received with an MsegAck val ue greater
than or equal to the MsSeq value in the SrcAvail Cance
Message.
9.5.5 SinkAvail Revocation

To revoke all inconplete SinkAvail advertisenents sent by the Data

Sink to the Data Source, the Data Sink MJST send the SinkAvail Cancel

Message. This is needed, for exanple, if the ULP perforns a socket
read and a tinmeout capability is supported. If the tinmeout interval
passes Wt hout successful conpletion of the transfer, all RDVA

Buf fers adverti sed on behalf of the socket read need to be cancel ed.

The Data Source, upon receiving the SinkAvail Cancel Message, MJST

di scard all Unprocessed SinkAvail advertisenents (SinkAvail Messages

t hat have not been operated on) and SHOULD cancel all 1n-Process
Si nkAvai |l Messages (RDVA Wite processing has started, but an
RdmaW Conpl Message that conpletes the SinkAvail advertisenment has

not been sent) - see details below. If all SinkAvail advertisenents
have been Processed, the Data Source MJST ignore the SinkAvail Cancel

Message.

Because an RDMA Wite cannot be cancel ed when a SinkAvail Message is

I n-Process at the Data Source (i.e., it has initiated one or nore

RDVA Wites), the Data Source MJUST send an RdmaW Conpl Message after

the RDMA Wite conpletes. Because of this and potential head- of -
gueue bl ocking due to the m x of control and data on the sane
connection, it may be sone tine before the S nkAvail Message is
actual ly cancel ed.
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The Data Source MJUST conplete the buffer with the foll owing sequence
of events:

1. The Data Source MJST NOT initiate any new RDVA Wites.

2. After conpletion of the In-Process RDVA Wites, the Data Source
MUST send any rel evant RdmaW Conpl Messages (this nay or may not
conpl ete the SinkAvail Message, depending on how many bytes have
been consuned) .

3. |If there is nore ULP data that has not been transferred into the
RDVA Buf fer advertised by the SinkAvail Message, the Data Sink
MUST di scard the remai nder of the SinkAvail adverti senment.

If the Data Source cancel ed one or nore SinkAvail advertisenents
(ei ther Unprocessed or In-Process), the Data Source MJST send
exactly one SinkCancel Ack Message.

The Data Sink, after sending the SinkAvail Cancel Message, MJST NOT
send a new Si nkAvail or SinkAvail Cancel Message until all previous
Si nkAvai | Messages have been Processed, as defined bel ow.

This enabl es the Data Source to inplenent sinpler accounting (i.e.,
not have to account for whether a SinkAvail Message was sent before
or after the SinkAvail Cancel Message).

The Data Sink MJST consider the SinkAvail Cancel Message Processed if
any of the follow ng occur:

* Al'l Unprocessed or |In-Process SinkAvail Messages have been
noved to the Processed state with an RdnmaW Conpl Message
(i.e., the byte count returned in the RdmaW Conpl conpletely
consumed the buffer).

* A Data Message that adhered to the stale advertisenent rules
is received (see section 9.5.1 Detecting Stal e SinkAvai
Adverti sements on page 65).

* A Si nkCancel Ack Message i s received.

9.5.6 Buffering ULP Payl oad

Under certain conditions it is
deadl ock unl ess ULP payload is
i npl enent ati on. For exanple, i

possi ble for a sockets application to
buffered by the underlying sockets
f all of the follow ng occur:

1. Both WP peers performa sockets send foll owed by a sockets
receive,
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2. both ULP peers do not post the receive buffer until the send is
conpl eted, and

3. the underlying sockets inplenmentation does not buffer the send
dat a

then the send will never conplete - thus creating deadl ock. To sol ve

deadl ock conditions in the nost general case (i.e., infinite |length

sends) is intractable, thus existing sockets applications bound the
anount of buffering required by the transport |ayer through the use
of the socket options SO RCVBUF and SO SNDBUF.

An application whose behavior is simlar to the above exanple will
not deadl ock if the application ensures that a send is never |arger
than the size of the Local Peer’s SO RCVBUF plus the Renbte Peer’s
SO SNDBUF, and the SDP i npl ementati on ensures there i s SO RCVBUF

pl us SO SNDBUF anount of buffering in the |local and Renote Peer
respectively.

An application may post buffers |arger than SO RCVBUF pl us SO SNDBUF
- but to remain deadlock free it must ensure that it does not

exhi bit the above behavior (e.g., a backup application could post

| arge sends in one direction after it is sure the Renote Peer is
posting receives).

Specification of the exact buffering algorithmis beyond the scope
of this specification, but care nust be taken if the receive Private
Buf fer pool is used as part of the SO RCVBUF buffers. This is
because an entire receive Private Buffer nmay, in some situations,
contain only one byte of ULP data instead of being filled

conpl etely.

Thus an SDP i npl enentati on SHOULD provi de at |east SO RCVBUF anount
of buffering for ULP data at the Data Sink. An SDP inpl enentation
SHOULD al so provide at | east SO SNDBUF anount of ULP data buffering
at the Data Source.
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Private Buffer Managenent

SDP uses credit-based flow control on a per-socket connection basis.
Each peer, for each connection, posts sonme nunber of Private Buffers
as receive requests to the Receive Queue of the QP associated with
the socket. The nunber of currently posted receive Private Buffers
is advertised by the Local Peer to the Renpte Peer in the Bufs field
in the BSDH of each SDP Message.

Private Buffers MJUST obey the foll ow ng enunerated constraints:

1. Al receive Private Buffers MJST be at |east as large as the
advertised buffer size. See section 10.6 Receive Buffer Resizing
on page 75 for receive Private Buffer constraints when resizing.

2. The total nunber of receive Private Buffers MJST be at |east 3
per-connection for normal data flow. See section 10.5 Use of
Send Credits on page 74 for detail on how send credits are used.
It is RECOMWENDED t he nunber of receive Private Buffers be
substantially greater than 3 to enable practical data transfer
usi ng the Bcopy nechani sm

3. A Local Peer MJUST NOT send SDP Messages |arger than the size of
the Renote Peer’s receive Private Buffers.

4. The sizes of both send and receive Private Buffers MJST be at
| east the size of the BSDH plus the size of the | argest extended
header in an SDP Message (which is SinkAH) plus one byte.

5. The Data Sink Bcopy Threshold MJST be greater than or equal to
the size of the Local Peer’s receive Private Buffers.

In addition, send buffers MAY obey the follow ng constraint:

* If the Local Peer’s send buffer size is |larger than the
Renote Peer’s receive Private Buffer size, the Local Peer
MAY reduce the size of its send buffers or |eave them
unnodi fied. The |atter approach nay be advantageous if the
Renpote Peer enlarges its receive Private Buffers at a | ater
tine.

1 SDP Message Ordering

The SDP sender MUST insert SDP Messages into the Send Queue in BSDH
MSeq order.

This means the SDP Message MsSeq value in the BSDH will be
nonotonically increasing in the Send Queue. The SDP receiver MJST
process all SDP Messages in BSDH Mseq order.
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2 Send Credit Calcul ation

Send credit is calculated using information in the BSDH i ncl uded
with each SDP Message.

Consi der the case of peer 1 sending an SDP Message to its connected
peer, peer 2. The header of the SDP Message includes the nunber of
receive Private Buffers peer 1 currently has posted on that
connection (in the Bufs field of the BSDH). The header al so includes
t he sequence nunber of the |ast SDP Message peer 1 has received
before sending this SDP Message (in the MseqgAck field of the BSDH -
see section 9.5.4 SrcAvail Revocation on page 69 for additiona
constraints on MsegAck). Upon receiving this SDP Message, peer 2
uses this information to update its send credit for that connection:

New send credit = bufs - WapSubtract (LSSeq - MSegAck)

where LSSeq (“Last Sent Sequence nunber”) is the Mseq of the | ast
SDP Message sent by peer 2.

See section 10.5 below for the detailed rul es governi ng usage of
avai | abl e send credits.

3 lnitialization of Send Credit

Initial send credit advertisenments are exchanged during connection
setup in the Buf field of the BSDH within the Hell o and Hel | oAck
Messages. The initial send credit advertisenents from each peer MJST
be greater than or equal to three. Either before or after connection
setup, the receiver MAY post additional receive Private Buffers and

i ncrease the adverti sed wi ndow.

4 Gratuitous Update of the Renpbte Peer’s Send Credit

As previously nmentioned, credit updates are included in the header
of each SDP Message. Therefore, when ULP data flowis such that SDP
Message flowis bi-directional (e.g., when doing Zcopy data
transfer), credits are refreshed as part of the data transfer
process. In sone scenarios, bi-directional SDP Message fl ow does not
occur. Under these circunstances, SDP MJUST send gratuitous Data
Messages (Data Messages with no ULP payl oad) as required to update
the Renpte Peer's send credit.

5 Use of Send Credits
The sender MJST reserve two receive Private Buffer credits to ensure

the SDP connection operates correctly under flow controlled
condi ti ons.
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The sender MUST reserve one credit for an SDP Message that provides
additional credits. If this credit is not reserved, a deadl ock
scenario is possible if both peers becone flow controlled. Reserving
a receive Private Buffer for the flow control update ensures that
the sender can al ways update the receiver when nore receive Private
Buf fers are posted.

The sender MUST reserve one additional credit for sending any SDP
Message that does not contain ULP payl oad. This ensures that the
credit can be refreshed by the Renote Peer w thout dependi ng upon
ULP recei ve behavior. If ULP payload is allowed to be present in the
SDP Message, it is possible to have protocol deadl ock.

Bef ore sendi ng any SDP Message over the connection, an SDP
i mpl enentati on MJST conpute its available send credit as detailed in
section 10.2, and MJST then obey the follow ng rules:

* If no credits are available, an inplenmentati on MJST NOT send
any type of SDP Message.

* If one credit is available, an inplenentation MJST only send
SDP Messages that provide additional credits and do not
contain ULP payl oad.

* If two credits are available, an inplenmentati on MUST only
send SDP Messages that do not contain ULP payl oad.

* An SDP inpl ementati on MUST send an SDP Message that provides
additional credit(s) if the Renote Peer's credits drop to
one or fewer credits. The sending of this SDP Message by the
Local Peer MJST NOT be contingent upon the Local Peer first
recei ving sonme ot her SDP Message fromthe Renote Peer

Note that if three or nore credits are available, an inplenentation
can send any type of SDP Message that woul d ot herwi se be |egal.

6 Receive Buffer Resizing

The Local Peer MAY request the Renpte Peer to change its receive
Private Buffer pool buffer size by sending a Change Receive Buffer
Message (ChRcvBuf) with the desired new size. This enables the Loca
Peer to increase or decrease the maxi mum size of its outgoing SDP
Messages if the Renpte Peer agrees to the change. See section 10
Private Buffer Managenment on page 73 for restrictions on the size of
the receive Private Buffers.

If the Local Peer requests a smaller receive Private Buffer in the
ChRcvBuf Message, the Local Peer MJST begin using the smaller size
i medi ately after sending the ChRcvBuf Message. |f the Local Peer
requests a larger receive Private Buffer in the ChRcvBuf Message,
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the Local Peer MJST NOT change the |ocal value for the size of th
Renpote Peer’s receive Private Buffers until it receives a
ChRcvBuf Ack Message. \Wen the Local Peer receives the ChRcvBuf Ack
Message, it SHOULD begin using the returned value for the size of
the Renpte Peer’s receive Private Buffers inmediately.

The Renote Peer SHOULD change the size of its receive Private
Buffers to the desired size specified in the ChRcvBuf Message; it
MAY nake them |l arger than the desired size, for exanple for

al i gnnment or performance optim zation. |If the Renote Peer is unab
or unwilling to change its receive Private Buffer size in this
manner, it SHOULD change the size to be as cl ose as possi bl e.

Upon recei pt of the ChRcvBuf Message, if the Local Peer requests
decrease, the Renpte Peer MJUST either decrease the size or |eave
unchanged, and it MJST NOT decrease the Private Buffer size to be
smal | er than that requested. Conversely, if the Local Peer reques
an increase, the Renpte Peer MJST either increase the size or |lea
it unchanged.

To confirmthe change, the Renote Peer MUST send a ChRcvBuf Ack

Message with the new size of its receive Private Buffers. The Renote

Peer MAY send a ChRcvBuf Ack Message i mrediately if the new size
snmall er than or equal to the old size. If the new size is |arger
than the old size, the Renpote Peer MJUST send a ChRcvBuf Ack Messag
after all receive Private Buffers of the old size have been

consuned. |If the Renote Peer is unable to resize its receive Private

Buffers, it MJUST specify in the ChRcvBuf Ack Message the origina
receive Private Buffer size.

The Renote Peer MJST continue to use the old receive Private Buff
size to determ ne whether a Si nkAvail Message can be sent for a
specific ULP Buffer until it has sent the ChRcvBuf Ack Message. At

e

| e

a
it

ts
ve

S

e

er

that tine, the Renote Peer MJST use the new receive Private Buffer

size to determ ne whet her a SinkAvail Message may be sent.

If the ChRcvBuf Message requested an increased size and the

ChRcvBuf Ack Message contains a size that is the same as the original
si ze before the ChRcvBuf Message was sent, then the Local Peer MJST

NOT request any further size increases for this connection.

If the ChRcvBuf Message requested a decreased size and the

ChRcvBuf Ack Message contains a size that is the same as the original
size before the ChRcvBuf Message was sent, then the Local Peer MJST

NOT request any further size decreases for this connection.

The Local Peer MJUST NOT send a new ChRcvBuf Message if there is an

unacknowl edged ChRcvBuf Message.
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6.1 Conflict Resolution

If both peers concurrently send each other ChRcvBuf Messages, then
the Accepting Peer MJUST di sregard the ChRcvBuf Message.

The Connecting Peer MUST respond to the ChRcvBuf Message. The
Connecting Peer MAY re-send its ChRcvBuf Message after sending the
ChRcvBuf Ack Message in response to the Accepting Peer’s ChRcvBuf
Message.

6.2 Fl ow Control |ssues During Resizing

When a peer receives the ChRcvBuf Message and it decides to change
its receive Private Buffer size in response to this request, the
peer MJST all ocate new receive Private Buffers of the desired size
and post these Private Buffers to the Receive Queue. The peer MJST
NOT wait for conpletion of all posted receive Private Buffers of the
previous size before allocating and posting the new (different size)
receive Private Buffers. This is required to enabl e the Renote Peer
to continue sending SDP Messages that will cause the ol d-size
receive Private Buffers to conplete; otherwi se the Renpte Peer will
stop sendi ng SDP Messages once the channel becones stalled and the
reserved receive Private Buffers will not be consuned.
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11 SDP Fl ow Control Mbdes

SDP Fl ow Control Modes control how ULP Buffers |arger than the Bcopy
Threshol d are transferred. Data Source ULP Buffers |ess than or

equal to the Bcopy Threshold MUST be sent using the Bcopy or
Transacti on nmechani sm (note that, because the Bcopy Threshold is
locally defined, it may be fixed, variable, or be defined as
infinite - which would cause the Data Source to al ways use the Bcopy
nmechani sm. ULP Buffers larger than the Bcopy Threshold are sent in
a variety of ways dependi ng upon the current Flow Control Mde. The
three Fl ow Control Modes are:

* Conbi ned Mbde - the initial Mde. This Mode enabl es both
Bcopy and Read Zcopy Data Transfer Mechanisns, but with only
one outstandi ng Read Zcopy operation at a tinme. The SrcAvai
Message contains a non-zero |ength ULP payload. This Mde is
used primarily when the Data Sink ULP is not pre-posting
receive buffers.

* Pi pelined Mbde - Al Data Transfer Mechanisns are valid,
including nmultiple outstanding transfers at one tinme (with
some limts). The SrcAvail Message contains no ULP payl oad.

* Buf fered Mode - only the Bcopy Data Transfer Mechanismis
valid. The main difference between this Mde and Conbi ned
Mode is that the Data Source cannot generate SrcAvai
Messages.

In all Mdes, the Data Sink MAY force the Data Source to transfer
data via the Bcopy nechanism In Buffered Mdde, the Data Source

al ways uses the Bcopy nechanism | n Conbi ned or Pipelined Mde, the
Data Sink MAY force data transfer using the Bcopy nmechani sm by

i ssuing a SendSm Message. In this case, however, an extra round trip
is required to cause the Bcopy nechanismto be used because of the
SrcAvai | / SendSm sequence. Buffered Mode elimnates this extra

over head.

Pi pel i ned Mode is the highest performance Mode. It enables nmultiple
out standi ng Zero-copy transfers, optimzing for either the Data Sink
ULP Buffer being posted first (Wite Zcopy) or the Data Source ULP
Buf fer being posted first (Read Zcopy). Pipelined Mdde al so enabl es
m xi ng of Bcopy and Zcopy nechani sis.

The Flow Control Mbde between peers MJST be i ndependent in each
di recti on.

For exanple, data flow fromthe Local Peer to its Renote Peer could
use Buffered Mbde in one direction, but the reverse direction could
use Conbi ned Mode. Figure 24 sumrari zes the various characteristics
of each Mbde. Figure 25 summarizes the possible actions at the Local
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T e +
| Hal f Connecti on | Host A is allowed to: |
T e +
| AtoB | Bto A | Post | Send | Accept |
T Fom e e e oo o e e e e oo e +
| I | RDVA | RDVA | , I _ |
| | | Read |Wite|Src |Sink |Trans-|Src | Sink | Trans- |
| | | Req | | Avai | | Avai | | action| Avail | Avai |l | acti on|
S S R F----- F----- +-- - - - - e - - +
| Buf fered |Buffered | NO | NO | NO | NO | NO | NO | NO | NO |
S S +-o - - F----- +----- +-- - - - - Fom - - - - - +
| Buf fered |Conbined | YES| NO | NO | NO | NO | 1 | NO | NO |
S S F-- - - - F----- +----- +-- - - - - e - - +
| Buf fered |Pipelined] YES| NO | NO | YES| YES| YES| NO | NO |
S T S F----- +----- +-- - - - - I - - +
| Combined |Buffered | NO | NO | 1 | NO | NO | NO | NO | NO |
S S +-- - - - F----- +----- +-- - - - - Fom - - - - - +
| Conbined |Combined | YES| NO | 1 | NO | NO | 1 | NO | NO |
S S +-- - - F----- +----- +-- - - - - Fom - - - - - +
| Conbined |Pipelined] YES| NO | 1 | YES| YES | YES| NO | NO |
S S e F--o-- F----- +-- - - - - S - - +
| Pi pelined|Buffered | NO | YES| YES| NO | NO | NO | YES | VYES
S S F-o - - - F--o-- +----- +-- - - - - S - - +
| Pi pelined| Conbined | YES| YES| YES| NO | NO | 1 | YES| YES
S S S F----- F----- +-- - - - - I - - +
| Pipelined| Pipelined] YES| YES| YES| YES| YES | YES| YES | YES
S S +- - - - - F----- +----- +-- - - - - S - - +
Figure 25 Sunmary of Permitted Actions By Mdde Pair

11.1 Buffered Mode

In Buffered Mode, the Data Source MJST either transfer all data

usi ng the Bcopy nechanismor optionally, if the opposite half-

connection is in Pipelined Mdde, the Transacti on nechani sm

Thus, only Data or SinkAvail Messages can be used by the Data Source
to transfer ULP data.

11. 2 Conbi ned Mode
I n Conmbi ned Mbde, if the send ULP Buffer is less than or equal to
the Data Source Bcopy Threshold, the Data Source MJST either use the
Bcopy nmechanism (i.e., by sending Data Messages) or optionally, if

the opposite half connection is in Pipelined Mdde, the Transaction
mechanism |If the ULP Buffer is larger than the Bcopy Threshol d,
data MJUST be transferred using the Read Zcopy mechani sm
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I n Conmbi ned Mbde the Data Sink MJUST be prepared to receive ULP data
t hrough either the Bcopy nechanism the Read Zcopy mechanism or the
Transacti on mechani sm

I n Conbi ned Mode, if the Read Zcopy nmechanismis used, after the
Dat a Source sends a SrcAvail Message, it MJST NOT send any SDP
Messages containing a ULP payload until all data transfer associ ated
with the SrcAvail Message is conplete (specifically, a RdnmaRdConpl

or SendSm Message i s received).

This effectively neans that only a single SrcAvail Message nmay be
I n-Process at any one tine, and the Data Source MJST NOT use the
Bcopy Data Transfer Mechanismif a Read Zcopy is |In-Process.

I n Conmbi ned Mbde, the SrcAvail Message MUST contain greater than
zero bytes of ULP payl oad. The actual ampunt of ULP data included is
i mpl enent ati on dependent.

3 Pipelined Mde

In Pipelined Mode, if the ULP Buffer is |l ess than or equal to the
Bcopy Threshold, the Data Source MJUST use either the Bcopy nechani sm
(e.g., by sending Data Messages) or optionally, if the opposite half
connection is in Pipelined Mdde, the Transaction nechanism If the
ULP Buffer is larger than the Bcopy Threshold, data MJUST be
transferred using either the Read Zcopy mechanismor the Wite Zcopy
mechani sm

In Pipelined Mode the Data Sink MUST be prepared to receive ULP data
t hrough any of the Data Transfer Mechani sns.

In Pipelined Mode, the Data Source MJUST NOT include ULP payload in
any SrcAvail Messages.

After sending one or nore SrcAvail Messages, the Data Source MJST
NOT send any SDP Messages with ULP payload until all data transfers
associ ated with previously sent SrcAvail Message(s) have been
Processed. The single exception to this is the case when the Data

Si nk sends a SendSm Message. In this case, the Data Source MJST send
the renmmi ning data associated with the SrcAvail through Data
Messages. The renmi ni ng Unprocessed or | n-Process SrcAvai
advertisenents remain valid and MJST be Processed by the Data Sink
after it consunes these Data Messages.

This restriction is necessary since a crossing SinkAvail Message
cancel s any advertised SrcAvails, and the Sink would be unable to
process the received in-line ULP payload until it received and
processed all the data associated with the cancel ed SrcAvails. See
9.2 Read Zcopy on page 56 for further details.
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The Data Sink MAY al so advertise receive RDVA Buffers using
Si nkAvai |l Messages (i.e., Wite Zcopy nechani sm which uses RDVA

Wites).
has higher priority than Read Zcopy (i.e., the SrcAvail Messages are

If SrcAvail and SinkAvail Messages cross, then Wite Zco

cancel ed) .

The i npl ementati on MJST obey the followi ng rules for crossing
Si nkAvai | / SrcAvai |l advertisenments. The Data Source MJST give

precedence to discardi ng stal e SinkAvai

al gorithm described in section 9.5.1 Detecting Stal e Si nkAvai
Advertisenments on page 65 over the requirenments |isted bel ow

1. |If the Data Source receives a SinkAvail Message:

a.

the Data Source MUST use the Wite Zcopy nechanismto

03

5%

advertisenments using the

transfer data - even if it has already advertised the ULP

send data through a SrcAvail Message.

the Data Source MUST treat all outstanding SrcAvai
advertisenments as having been di scarded by the Data Sink.

This inplies that if the Data Source consunes all SinkAva
advertisenments and ULP send data remmnins that is suitable
for RDMA, the Data Source SHOULD advertise the ULP data

through a SrcAvail Message, even if a SrcAvail advertisenent

for that send RDVA Buffer was sent prior to receiving the
Si nkAvai | Message.

2. If the Data Sink receives a SrcAvail Message,

a.

and it has no Unprocessed or |In-Process SinkAvai

Message(s), the Data Sink MJUST NOT send a SinkAvail Message

and MUST transfer data using the Read Zcopy nmechani sm

and a Si nkAvail Message is Unprocessed or |In-Process, the
Data Sink MUST discard all Unprocessed or |In-Process

SrcAvail advertisenments and MJST ignore the current SrcAvai

adverti senment (but otherw se process the packet normally,
e.g., flowcontrol information, etc.).

I n Pipelined Mode, an inplenentation MAY advertise nultiple

send/ recei ve RDVA Buffers by sending multiple SrcAvail/ Si nkAvai
Messages without waiting for data transfers associated with prior
SrcAvai |l / Si nkAvai | Messages to conpl ete.

The Data Sink MJUST linmt the maxi mum nunber of outstandi ng SrcAvai
and Si nkAvail advertisenments to the HH or HAH MaxAdverts val ue
speci fied by the Renote Peer during connection setup.
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12 SDP Mode Transitions
An SDP inpl enmentation MUST only support the transitions between nodes
defined in Figure 26. Each SDP Mbode has a Mbde Master, which controls
any Mbde changes, and a Mdde Sl ave, which passively changes Mdde when
told by the Mbde Master. For each Flow Control Mode, the Mode Master
and Mbde Sl ave MJUST be as defined in Figure 27.
Connecti on Dat a Source specifies
Initialization Move to Buffered Mode
------- + T
| I |
v | %
Feommm e m oo + L +
| | I I
| Conbined | | Buffered |
| Mbde | | Mbde |
| I | I
Feomm e m oo + L +
| » Dat a Si nk specifies |
Dat a Source | nove to Conbi ned Mbde |
| o e e e e e e e e e e eam o +
I

nmove to

N
I
specifies |
|
Combi ned Mode

|

Feomm e m oo +

| | Mode transitions
| Pipelined | are signaled with
| Mode | t he ModeChange

| | Message.

Feomm e oo +

Figure 26 Mbde State Machine for a Hal f- Connection

An SDP i npl ementati on MUST NOT send a ModeChange Message t hat
specifies the current Mde

The Mbde Slave MAY indicate to the Mode Master that a Flow Contro
Mode change is recomended, by either setting the REQ PIPE flag in
the BSDH (transition from Conbi ned Mode to Pipelined Mdde), or by
using SendSmto transfer ULP data (transition from Pi pelined Mde to
Combi ned Mode or from Conbi ned Mode to Buffered Mode). The Mode
Mast er MAY choose to ignore the request.
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Fomm e S o m e m e e e e e e e e e e eeaoooo - +
| Mode | Master | Mode Change Hint From Slave |
o m e oo o m e e oo o m ot m e e e e e e e e e e eeao oo +
| Buffered | Data Sink | None |
T o m e e o o m e m e e e e e e e eeeaoo o +
| Conbi ned | Data Source | SendSm Messages or REQ PI PE |
Fomm e T o m ot m e e e e e e e e e e oo +
| Pipelined | Data Source | SendSm Messages |
o m e oo T o m ot m e e e e e e e e e e eeaooo o +

Figure 27 Mode Master

The Mode Master MUST change its Flow Control Mde i mediately after
sendi ng a MbdeChange Message.

The Mode Master MAY change its Fl ow Control Mode before the

conpl etion of the transfer of the MbodeChange Message. In a specific
Fl ow Control Mode, the Mode Master MJST only use Data Transfer
Mechani snms al |l owed for that Mdde (see section 11 SDP Fl ow Contro
Modes on page 78). For exanple, if the prior Mde was Conbi ned Mde
and the current Mode is Buffered Mbde, the Data Source must not
generate SrcAvail Messages.

When the Mode Sl ave recei ves the ModeChange Message, the slave MJUST
i medi ately set its current Flow Control Mode to the Mde specified
in the MbodeChange Message.

In a specific Mode, the Mdde Slave MUST only use Data Transfer
Mechani sms al |l owed for that Mdde. For exanple, if the prior Mde was
Pi pel i ned Mbde and the current Mode is Conbi ned Mbde, the Data Sink
(sl ave) MUST NOT generate SinkAvail Messages.

Dependi ng on the Modde transition, the Mdde Master and Mbde Sl ave MAY
be required to take some further actions, as described later in this
chapt er.

When a connection is first set up, the Local Peer MJST set the
initial Flow Control Mode for the | ocal Data Sink and Data Source to
be Conbi ned Mbde (see section 8 Connection Setup on page 47).

The foll owi ng subsections give details of SDP Message exchanges
needed to transition fromone Flow Control Mde to another. Each
transition is caused by sendi ng a ModeChange Message.

1 Transition from Conbi ned Mbde to Buffered Mode
To transition from Conbi ned to Buffered Mdde, the Data Source (Mde

Mast er) MUST send a ModeChange Message with the MCH fiel ds set as
fol |l ows:
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* S=0, (i.e., change the Data Sink Mde)

* Mode = BUFF_MODE (see section 6.3.8.2 Mde - 3 bits on page
26)

The Data Source MJST NOT send t he ModeChange Message until al
Unprocessed or In-Process Read Zcopy transfers have been noved to
the Processed state with either a RdnaRdConpl or SendSm Message from
the Data Sink (there will be at npbst one outstanding in Conbined
Mode) .

This ensures that no SDP Messages specific to Conbi ned Mode (i.e.,
those related to the Read Zcopy nmechani sm) can be recei ved by either
peer when in Buffered Mde.

2 Transition fromBuffered Mdde to Conbi ned Mdde

To transition fromBuffered to Conbi ned Mde, the Data Sink (Mde
Mast er) MUST send a ModeChange Message with the MCH fiel ds set as
fol | ows:

* S=1 (i.e., change the Data Source Mode)

* Mode = COVB_MODE (see section 6.3.8.2 Mde - 3 bits on page
26)

Because all SDP Message types that are legal for Buffered Mdde are
al so I egal for Conbined Mode, no special action is needed for this
transition.

3 Transition From Conbi ned Mode to Pipelined Mde

To transition from Conbi ned to Pipelined Mode, the Data Source (Mde
Mast er) MUST send a ModeChange Message with the MCH fiel ds set as
fol | ows:

* S=0 (i.e., change the Data Sink Mode)

* Mode = PI PE_MODE (see section 6.3.8.2 Mde - 3 bits on page
26)

Because all SDP Message types that are | egal for Conbined Mdde are
al so | egal for Pipelined Mode, no special action is needed for this
transition. For exanple, if the Data Source has an outstanding
SrcAvail advertisenment (and there can be at npbst one such
advertisenent outstanding in Conbi ned Mbde), then the Data Source
need not wait for a RdmaRdConpl or SendSm before sending the
ModeChange Message.

OCoo~NoOOoOPRRWNE
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12.4 Transition From Pi peli ned Mode to Conbi ned Mbde

To transition from Pi pelined to Conbi ned Mode, the Data Source (Mde
Mast er) MUST send a MbodeChange Message with the MCH fields set as
fol | ows:

* S=0 (i.e., change the Data Sink Mode)

* Mode = COVB_MODE (see section 6.3.8.2 Mde - 3 bits on page
26)

After sending the MbodeChange Message, the Data Source MUST

i mredi ately transition to Conbi ned Mode, and the Data Source MJST
NOT subsequently switch to any other Flow Control Mde until it
recei ves an SDP Message with the followi ng constraint:

MsegAck >= (Mseq of the ModeChange Message)

In the above cal cul ati on, MsegAck and “Mseq of the MddeChange
Message” are treated as signed integers.

This constraint ensures that all stale SinkAvail Messages will be
received at the Data Source before a transition out of Conbined
Mode. The behavi or upon receiving a stale SinkAvail Message while in
Combi ned Mode is described later in this section.

If data transfer is occurring, the Data Source is guaranteed to
eventual |y receive the acknow edgenent for the MdeChange Message.
If no data transfer is occurring, the acknow edgenent can take an
i ndet erm nate anmount of tinme. However, there is no need to

i medi ately switch out of Conmbined Mode if no data transfer is
occurring.

The transition from Pi pelined to Conbi ned Mdde i nposes additi onal
constraints on the Data Source and Data Sink.

The transition from Pi pelined Mode to Conbi ned Mbde MJST be gover ned
by Figure 28 Data Source Transition from Pipelined to Conbi ned Mode
on page 88 and Figure 29 Data Sink Transition from Pipelined to
Combi ned Mbde on page 89.

Before the Data Source transitions from Pi pelined to Conbi ned Mde,
t he Data Source MJUST conplete any RDVA Wites that are In-Process,
and issue all RdmaW Conpl Messages before sending a MbodeChange
Message.

This ensures that RDMA Wites will not be used in Conbi ned Mde.

Before the Data Source transitions from Pi pelined to Conbi ned Mde,
if the Data Source has inconplete SinkAvail advertisenents, the Data
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Source MJIST discard those advertisenments and MJST re-issue al
Unprocessed or In-Process SrcAvail Messages, if there are any.

After the transition to Combi ned Mbde, normal Conbi ned Mode rul es
appl y. For exanple, only one SrcAvail Message may be outstandi ng at
any one tine and the SrcAvail Message nust contain ULP payload. I|f
the Data Source has no inconplete SinkAvail advertisenents, but a

Si nkAvai | advertisenent is received before the acknow edgenent for

t he ModeChange Message, the Data Source ignores the SinkAvai

Message (but process flow control information, etc.) and re-issue
all outstanding SrcAvail Messages according to Conbi ned Mode rul es.
In either case, if any nore SinkAvail Messages arrive after the
initial discard of SinkAvail Message(s), the Data Source nust ignore
these SinkAvail Messages (but rnust process flow control infornmation,
etc., normal ly).

Nor mal Data Sink behavior in Pipelined Mdde requires it to drop any
SrcAvail Messages (but process flow control information, etc.) if
there is a SinkAvail outstanding.

Thus, the only behavior the Data Sink MJST foll ow when transitioning
to Conbi ned Mbde after receiving the ModeChange Message is to
invalidate | ocal state associated with any outstandi ng SinkAvai
Messages.

5 State Mode Transition Sumrary

Figure 30 Data Source Mde Transition Events on page 90 and Fi gure
31 Data Sink Mdde Transition Events on page 91 summari ze the events
and consequent actions for the Data Source and Data Sink,
respectively. Advisory input to the Mode Master to change nodes is
not nmeant to be exhaustive. The Mbde Master MAY change npdes at any
time, possibly for reasons beyond the scope of this specification.
The figures only list events that may cause a Mode transition, or
may be an event that is handl ed uniquely in a specific Mode.
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Vv \----- +------ /
e e e e oo + |
| Finish and send | |
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o + |
Di scard I nconpl ete | | no
| SinkAvail (s) | Y
e e e e e e oo - + [ ------ Fomm - - - \
| yes /| Si nkAvai | \
F<m e + received before +
| \ ModeChange Ack?/
Vv \------ +o------ /
Fom e m e e o aoao o +

| Re-issue al
| outstanding SrcAvails |

Fom e e e e e oao o +
|
Y
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Figure 28 Data Source Transition from Pipelined to Conmbi ned Mde
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(master)

SDP for

Recei ve REQ Pl PE=1
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Dat a Source deci des
to change Modes to
Buf f er ed

Dat a Sour ce deci des
to change to
Pi pel i ned Mode

Recei ve Si nkAvai

Recei ve MddeChange
M5G with S=1 and
Mbde=COVB_MODE

Dat a Source deci des
to change to Conb.
Mbde

i WARP over TCP

Advi sory: May decide to
transition to Pipelined Mbde
I f outstanding SrcAvail,
wait for RdmaRdConpl or
SendSm from Dat a Si nk

t hen send ModeChange Message
Change to Pipelined Mde

and send a MbddeChange
Message

Advi sory: May decide to
transition to Buffered Mde
Can happen if just
transitioned from Pi pelined
Mode. See Figure 28 Data
Source Transition from

Pi pelined to Combi ned Mode
for processing details.

I Mmedi ately transition to
Conbi ned Mode.

Advi sory: May decide to
transition to Conbi ned Mode
Change to Conbi ned Mbde and
send a ModeChange Message.
See Figure 28 Data Source
Transition fromPipelined to
Combi ned Mode for processing
det ai | s.

Figure 30 Data Source Mdde Transition Events

Pi nkerton, et al.

90

Oct ober 31, 2003

OCoo~NOoOOPRWNE




Mbde

Buf f er ed
(master)

Pi pel i ned
(sl ave)

Pi nkerton, et al.

SDP for i WARP over

Recei ve MddeChange
Message with S=0 and
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TCP

| Mmedi ately transition to
Buf f ered Mode
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Advi sory: If the receive ULP
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Pi pelined to Combi ned Mode
for processing details.

Figure 31 Data Sink Mdde Transition Events
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Socket Duplication

When a socket exists in one address space and is then accessed in a
di fferent address space (on the sanme peer), the socket needs to be
duplicated into t he second address space. Note that if two threads
are accessing the socket in the same address space, socket
duplication is not required.

Perform ng socket duplication in user-node inposes certain
restrictions because socket state cannot be shared between the
address spaces. In fact, in the context of i WARP networks avail abl e
today, the socket can only exist in one address space at a tine
(since RNICs are not required to support sharing Connection Context
nmenory between nultiple address spaces). Because of these
restrictions, SDP allows only one address space at a tine to execute
operations that either transfer data or change state for an
under | yi ng shared socket. Address spaces dynamically swap control of
t he underlying socket, as needed, to execute requested operations.
The SDP socket duplication procedure serializes operations that

di fferent address spaces request on a shared socket. The procedure
waits for all In-Process operations to conplete before swapping
control of an underlying socket to another address space. Logically,
the procedure takes control of the underlying socket away fromthe
Controlling Address Space as soon as a non-Controlling Address Space
requests an operation on that socket. After control is taken away,
the procedure treats the original Controlling Address Space |like a
non- Control ling Address Space if the original Controlling Address
Space requests operations on that socket. In this way a socket nmay
transition back and forth between Controlling Address Spaces based
on ULP behavi or.

SDP enabl es socket duplication by bringing the connection to a
consi stent state, closing the LLP connection, handing the state to
the new Controlling Address Space, and then creating a new
connection in the new address space. Note that after the connection
i s suspended and then restarted on a new LLP connection, the
connection, by definition, does not have any outstandi ng SinkAvai

or SrcAvail advertisenents. Any inconplete SinkAvail or SrcAvai
advertisenments were effectively canceled during the transition to a
new connecti on.

1 Inplenmenting Socket Duplication

An SDP inplenentation is REQUI RED to support responding to a socket
dupl i cation request using the procedure defined for the Renote Peer
in section 13.1.1.

I f SDP socket duplication initiation is supported, an SDP Local Peer
MUST enpl oy the procedure defined in section 13.1.1 when initiating
socket duplication. Initiation of socket duplication is OPTI ONAL
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13. 1.1 Socket Duplication Procedure

1.

The SDP inplenmentation in the non-Controlling Address Space MJST
enabl e an accept for incom ng connection requests at a TCP
desti nati on port.

This may or may not be the original TCP port nunber
specified during the initial connection setup. The
connection request MJST NOT be conpl eted unl ess the source
| P address, destination |IP address, and source TCP port
nunber contained in the Hell o Message match the expected
val ue.

The SDP inplenentation in the Controlling Address Space MJST
wait for all In-Process data transfer operations to conplete,
then it MJST send a SuspComm Message to the Renpte Peer to
request a suspension of the session. This SDP Message contains
the destination TCP port nunber received fromthe non-

Control ling Address Space. The Renote Peer MJST connect to this
TCP port nunber when resum ng comuni cation (step 4). The Local
Peer MUST NOT send additional SDP Messages or perform any RDVA
operations fromthe Controlling Address Space, after sending the
SuspComm Message.

Upon receiving the SuspConm Message, the Renpote Peer MJST wait
for all In-Process data transfer operations to conplete, then
MUST send a SuspCommAck Message indicating that the session is
suspended. After sending the SuspCommAck Message, this peer MJIST
NOT send any nore SDP Messages or perform any RDVMA operations
until a new connection is set up (step 8).

The Renote Peer MJUST wait for conpletion of the send of the
SuspCommAck Message, then close the LLP connection. The Renote
Peer MJUST then initiate the new connection to the destination
TCP port nunber received through the SuspConm Message, utili zing
the sane | P address specified in the prior connection setup
sequence. Posting of receive Private Buffers and the contents of
the HH MUST foll ow the sane rul es as connection setup (see
section 8 Connection Setup on page 47).

Once the SuspCommAck Message is received, the Controlling
Address Space on the Local Peer MJST send a signal to the non-
Control |l ing Address Space through sone private neans outside the
scope of this specification. The Controlling Address Space MJST
al so send to the non-Controlling Address Space through sone
private nmeans outside the scope of this specification:

* Any buffered receive ULP data
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* The Renote Peer’s TCP port nunber (to ensure the paraneter
does not change when the socket is re-connected).

* The size of the |ocal receive Private Buffers.
* The current values for |IRD and ORD.

6. The non-Controlling Address Space MJST accept the connection
request fromthe Renote Peer and initialize its state vari abl es
for the new connection. The Hell o Message initializes SDP
connection state.

7. Wen both steps 5 and 6 have conpl eted, the (previously) non-
Control ling Address Space:

a. MJIST send a Hell oAck Message to the Renpte Peer (see section
8 Connection Setup on page 47). The receive Private Buffer
size paraneter in the Hell oAck Message MUST be the val ues
received fromthe Controlling Address Space. The I RD and ORD
val ues MAY be the values received fromthe Controlling
Addr ess Space.

b. MJST make buffered received ULP data fromthe Controlling
Addr ess Space available to the ULP

8. Wien connection setup is conplete, the Local Peer MJST resune
normal data transfer. See section 8.1.1 i WARP Connecti on Set up
on page 47.

1.2 Conflict Resolution

If both peers concurrently send each ot her SuspComm Messages, then
the Accepting Peer MJUST di sregard the SuspComm Message, while the
Connecti ng Peer MJST respond to the SuspConm Message. The Connecti ng
Peer MUST re-send its own SuspConm Message once contmuni cation is re-
est abl i shed.

2 SDP Managed Fail over

SDP supports Managed Fail over by | everagi ng the Socket Duplication
procedure (see section 13 Socket Duplication on page 92). Note that
LLP managed fail over between RNICs nay be done by ot her nechanisns.
Such nechani snms are beyond the scope of this specification.

During socket duplication, a change of address space is occurring.

I n managed fail over, the SDP connection MAY in fact be reestablished
using different paths, ports, RNICs or hosts. The original
connection in a managed fail over scenario is anal ogous to the
Control ling Address Space in socket duplication. The new failed over
connection is anal ogous to the non-Controlling Address Space.
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Managed fail over changes where one end of the connection is
situated. Failing over both ends requires two managed fail over
oper ati ons.

The decision to attenpt a managed fail over nmust occur before step 1
of the Socket Duplication procedure. How such a decision is nmade is
dependent on policy and outside the scope of the SDP specification.

If an SDP i npl ementation supports SDP Managed Fail over, it MJST do
so using the socket duplication procedure with the foll ow ng change
to Step 1:

An inplenmentation MUST choose a new endpoint for the fail over
connection. How the new endpoint is chosen is a matter of policy.
However, the endpoint nust be chosen in such a way that the address
(see section 7 on page 31) will resolve to the failover port. This
address resol ution uses the I P addresses fromthe original
connection. As before, the TCP destination port chosen for the
SuspComm Message (see section 6.5.1 SuspComm Message on page 29)
shoul d resolve to the fail over endpoint.
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14 SDP Usage of i WARP and LLP Features

14.

14.

1 i WARP Message Requirenents

A conform ng inplenentation of SDP MJST enabl e RDMA Reads and RDVA
Wites on each connection.

2 Solicited Events

An SDP i npl enentation occasionally needs to stop processing on a
hal f - connection and wait for one of the followi ng SDP Messages to
arrive before proceeding further:

1. Flow control credit update SDP Message - flow control credits
for the receive Private Buffer pool have been exhausted, thus it
cannot send data, control, and/or RDVA advertisenent to the
peer ;

2. Data or RDVA advertisenent SDP Message - the ULP has i ndicated
its interest in data via a sockets interface select call or
recei ve;

3. RDMA conpletion (or cancel) SDP Message - before it can de-
regi ster a send or receive RDVA Buffer it nust either conplete
the RDVA transfer or receive a cancel acknow edgenent nessage.

A typical SDP inplenentation would request conpletion gueue
notification and bl ock the ULP process (or thread) until the
appropriate SDP Message arrives and the notification is delivered.
The goal of using i WARP Send with Solicited Event Message is to

m nim ze conpl eti on queue notification events and correspondi ng
process (or thread) wake-ups when the arriving SDP Message does not
mat ch the class of SDP Messages that the inplenentation requires.
For exanple, if the Data Source is waiting for a RdmaRdConpl Message
to conplete a send ULP Buffer and there is no |ocal receive ULP
Buf fer posted or |ocal invocation of a sockets interface sel ect on
the opposite hal f-channel (local Data Sink), it should not receive
notifications for the opposite half-connection if the peer sends a
Dat a Message or SrcAvail RDMVA adverti senent.

To acconplish this goal, all SDP Messages are subdivided into
solicited or unsolicited SDP Messages.

Solicited SDP Messages are those that nost |likely require i medi ate
attention regardl ess of ULP behavior at the Renote Peer and
regardl ess of whether the Renbte Peer is waiting for other
(unsolicited) SDP Messages. Solicited SDP Messages are defined as:

* Abort Conn, SuspConmm SuspCommAck, SendSm SrcAvai l Cancel,
Si nkAvai | Cancel, Hell oAck - because it is essential for the

Pi nkerton, et al. 96

OCoo~NOoOOPRWNE




14.

SDP for i WARP over TCP Oct ober 31, 2003

sender of these SDP Messages that its peer react to them as
soon as possi bl e;

* RdmaW Conpl, RdmaRdConpl, SinkCancel Ack - because the peer
nost |ikely needs to deregister and rel ease RDVA Buffers to
the ULP upon reception of these SDP Messages;

* Data with OOB PRES or OOB PEND bit set - because the peer
SDP i npl ementation nost |likely needs to notify the ULP as
soon as possible that this SDP Message has been received.

An SDP i npl ementati on MUST use an i WARP Send with Solicited Event or
Send with Solicited Event and | nvalidate Message for solicited SDP
Messages.

Unsolicited SDP Messages are those that may require i mredi ate
attention by the Renpote Peer, but only that Peer can deci de whet her
or not a notification is necessary - it depends on the ULP behavi or
or the inplenentation of that Renote Peer. Unsolicited SDP Messages
are defined as:

* Di sConn, SrcAvail, Data wi thout OOB PEND or OOB PRES bit set
- because the peer only needs to i medi ately process these
SDP Messages when the ULP has issued a sockets interface
sel ect or receive request;

* ModeChange, ChRcvBuf, ChRcvBuf Ack - because after receiving
t hese SDP Messages, the peer only needs to take action for
new SDP Messages it generates itself, or for SDP Messages
that follow that are solicited SDP Messages (e.g., it wll
not be bl ocked specifically waiting for these SDP Messages).

An SDP inpl enmentati on MUST use an i WARP Send Message or Send with
I nval i date Message for Unsolicited SDP Messages.

Solicited events are never applicable for RDVA Read or RDVA Wite
oper ati ons.

3 Keepalive Messages

The sockets interface provides the ULP with the capability to
periodically transmt nmessages to the peer (which require an answer)
to deternmine if the peer is still alive (SO KEEPALIVE). This is
referred to as the keepalive feature, and the associ ated nessages
are known as keepalive nessages. The keepalive feature is OPTI ONAL.
If an SDP i npl enentation supports the keepalive feature, then it
MUST i npl enent this functionality by turning on the TCP keepalive
timer.
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Security Considerations

This section describes security issues related to the inplenmentation
and use of the Port Mipper and SDP protocols. Only the security

i ssues specific to those protocols are described here. Security
issues for the Direct Data Placenent (DDP) and Renote Direct Menory
Access Protocol (RDVAP) are covered in a separate docunent, [ RDDP-
Security].

Both the Port Mapper service provider (PMSP) and an SDP

i npl enentation are required to conmuni cate with Untrusted Renote
Peers. Therefore, counterneasures should be put into place to guard
agai nst the different types of deliberate attacks that could be

| aunched by Renote Peers.

This section describes many of the attacks that are possible, but
may not be conprehensive. Mdre attacks may be possi bl e than have
been enunerated here.

1 Spoofing

Spoofing is a potential issue for both the Port Mapper and SDP
protocols. A man-in-the-mddle with the appropriate capabilities
(primarily the ability to generate packets that will be accepted by
the LLP) could generate attacks that result in denial of service,
tanpering, information disclosure and repudiation.

The best protection against this formof attack is through the use
of end-to-end authentication, such as |PSec.

2 Denial of Service (DOS)
2.1 Port Flooding

A DCS attack against the Port Mapper service provider is relatively
sinple to launch. The nost straightforward attack is to send a flood
of UDP nmessages to the PMSP port. A simlar style of attack could be
| aunched agai nst the SDP |isten port, keeping legitimte requests
frombeing able to access the port. Flooding a PMSP is potentially
nore serious than an SDP listen port. For nost configurations,

fl ooding the PMSP port is likely to affect nore clients because
generally there are fewer PMSPs to handl e requests than nodes

suppl ying SDP services, but there is at |east one SDP |isten port is
present per node.

One potential counterneasure is to set an aggressive timeout on the
state created due to a PVMReq Message and rel ease the associ at ed
resources on expiration of the tiner. Another counterneasure that
coul d be used alone or in conjunction with a timeout is to track the
rate of attack and raise an alarmto nanagenent indicating an
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arrival rate outside of the expected bounds fromeither one or
mul ti pl e nodes. Managenent could take steps to source quench any
node that attenpts partial mappings that timeout nore than N tines
within a defined tinme period. In addition, the Port Mapper service
provi der (PMSP) could be inplenmented as a distributed service,
making it nore difficult for an attacker to flood all of the PMSPs
in the systemat the sane tine.

2.2 Resource Consunption by an Idle Process
2.2.1 Port Mapper

When the attacker builds a valid PMReq nessage, in addition to
potentially keeping other legitimate clients frombeing able to get
their requests through to the PSMP, it is possible for the attacker
to consunme all of the resources associated with the SDP |isten
port(s) managed by the PSMP.

The count erneasures taken to thwart the flood of incom ng requests
should help to mtigate the potential damage. The sane
counterneasures described in 15.2.1 Port Flooding apply to this
scenari o.

2.2.2 SDP Protocol

An attacker could consune even nore resources by sending valid SDP
Hel | o Messages in an attenpt to establish nultiple SDP connecti ons.
This requires nore sophistication by the attacker because the Strean
al ready nust have been ESTABLI SHED, and the attacker nust be able to
send valid SDP Hell o Messages. Additional resources are allocated
for the SDP connection context, if the connection request is

accept ed.

This type of attack is less |likely because it requires nore
sophi stication and effort on the part of an attacker.

One counterneasure is to install a filter against the attacker,
since it is possible to tell for sure who it is given the Streamis
al ready established, and the attacker nust be able to send and
recei ve dat a.

OCoo~NOoOOPRWNE
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16 | ANA Consi derati ons

| ssue:

The Port Mapper requires an | ANA port - need to get one
al l ocated by | ANA and docunent it here.

Oct ober 31, 2003

The Port Mapper Service by default MJST use UDP Port [TBD by | ANA].
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